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A APPENDIX

A.1 DATASET ACCESS

ObjectNet Captions is contained in the supplemental material and will available for download publicly
upon acceptance. ObjectNet Captions inherits the ObjectNet license which is derived from Creative
Commons Attribution 4.0. Importantly, the license prohibits use of the dataset for updating the
parameters of a model. The authors bear all responsibility in case of violation of rights, etc., and
confirmation of the data license. The ObjectNet webpage is frequently maintained and updated.
Backup Dropbox download links are also provided.

A.2 COMPUTING HUMANR

We have published a toolkit for effortlessly launching caption comparison tasks on Amazon Me-
chanical Turk for computing HUMANr. HUMANr can be run on any dataset and model with only a
handful of command-line instructions. The code is released in the supplemental material and will be
made public upon acceptance.

A.3 DATASET EXAMPLES

In appendix A.3 we show some more examples from ObjectNet Captions along with human caption
comparison judgments.

A.4 MODEL SPECIFICATIONS

All models weights are publicly available. GITL model weights can be found at https://github.
com/microsoft/GenerativeImage2Text. We use the GIT_LARGE_COCO variant. Ex-
pansionNetv2 weights can be found at https://github.com/jchenghu/expansionnet_
v2, and ClipCap weights can be found at https://github.com/rmokady/clip_prefix_
caption. We conducted no parameter tuning of any model in any of our experiments. Model
inference was performed on a cluster of 8 Nvidia TITAN RTX graphics cards.

A.5 DATASET ANALYSIS

The following figures show additional analysis of the linguistic properties of ObjectNet captions
including longer captions with linguistic diversity and complexity compared to other captioning
datasets.

A.6 EVALUATION RESULTS

A.7 WORKER COMPENSATION

For each task, rewards were chosen to estimate a $15/hr wage. In practice, average wage for workers
on each task was well above this. An estimated total of $15,000 was spent collecting ObjectNet
Captions and another $3,000 was spent to collect HUMANr results for humans and our 3 models on
3 datasets. We note that stable and reproducible HUMANr results can be collected with far fewer
comparisons, reducing cost by up to 10 times compared to our experiments.

A.8 EXPERIMENTAL INSTRUCTION

Workers were consented for all tasks and were given clear instruction. Screenshots of consent and
instruction pages for transcription and HUMANr tasks are attached below.
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Figure 5: The first column contains human-generated captions and the second column contains captions from
either a model or a second human. The HUMANr score in the third column indicates which caption best matched
the image, as determined by another human rater. A score of -1 favors the first caption, a score of 1 favors the
second caption, and a score of 0 indicates a tie. Green highlights the preferred captions, and grey indicates the
less preferred caption. Both captions are green if equally preferred.
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Figure 6: The distribution of caption lengths for ObjectNet Captions compared to those of nocaps and COCO.
Note that the graph is cut off at 50 for visibility, although 5108 (5.8%) captions in ObjectNet Captions have
more than 50 words. ObjectNet has considerably longer and richer descriptions due to its captions being derived
from corrected audio transcriptions.

Figure 7: The distribution of part of speech tags for ObjectNet Captions compared to that of nocaps and COCO.
Despite the fact that ObjectNet Captions images are of static scenes, the proportion of verbs is similar to that
seen in other datasets. ObjectNet Captions has a much higher frequency of pronouns and a somewhat smaller
frequency of nouns, among other smaller differences.
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Dependency ObjectNet COCO nocaps
relation Captions
det 16.0 18.9 17.0
case 12.2 15.0 14.3
punct 9.0 7.4 8.0
amod 7.9 6.3 8.4
nsubj 6.9 4.2 4.6
root 6.3 8.9 8.2
nmod 6.0 7.0 6.9
compound 5.4 5.0 4.6
obl 5.2 7.5 6.6
conj 4.1 2.5 3.2
cc 3.6 2.1 2.8
cop 2.5 0.5 0.8
obj 2.4 2.9 3.1
acl 1.7 3.5 2.9
expl 1.5 0.2 0.0
aux 1.5 1.2 1.6
advmod 1.5 1.4 1.3
acl:relcl 1.4 0.5 0.4
compound:prt 0.6 0.5 0.4
nmod:poss 0.6 0.7 0.7

Table 3: Distribution of dependency relations across ObjectNet Captions and two other datasets; shown are
percentages. Only the most frequent 20 relations in ObjectNet Captions are shown. ObjectNet Captions stands
out in several ways which indicate that the captions are considerably richer by combining together multiple
concepts, including: it has twice as many conjunctions, four to five times as many copulas (linking word between
a subject and a predicate), three times as many relative clauses.

Dataset Model B-1 B-2 B-3 B-4 R METEOR CIDEr SPICE BERT
Score CLIP-S RefCLIP-S HUMANr

COCO

GITL 80.8 ± 0.4 66.2 ± 0.5 52.9 ± 0.6 41.8 ± 0.6 60.3 ± 0.4 30.4 ± 0.3 136.4 ± 2.0 23.5 ± 0.3 71.9 ± 0.1 77.3 ± 0.2 82.9 ± 0.1 -0.05 ± 0.02
ClipCap 74.2 ± 0.4 57.4 ± 0.5 43.2 ± 0.6 32.2 ± 0.6 55.0 ± 0.4 27.1 ± 0.3 108.5 ± 1.8 20.1 ± 0.2 68.9 ± 0.1 78.3 ± 0.2 82.6 ± 0.1 -0.18 ± 0.02
ExpNet 82.7 ± 0.4 67.7 ± 0.4 53.3 ± 0.6 41.0 ± 0.6 60.3 ± 0.4 30.2 ± 0.3 139.6 ± 1.9 24.4 ± 0.2 73.7 ± 0.1 76.9 ± 0.2 82.7 ± 0.1 -0.07 ± 0.02
Human 63.1 ± 0.4 43.5 ± 0.5 29.3 ± 0.5 19.4 ± 0.5 46.5 ± 0.4 24.1 ± 0.2 87.8 ± 1.5 20.8 ± 0.3 58.0 ± 0.1 78.2 ± 0.2 82.2 ± 0.1 0.03 ± 0.02

nocaps

GITL 74.8 ± 0.6 61.7 ± 0.7 48.8 ± 0.7 37.5 ± 0.7 54.2 ± 0.5 25.5 ± 0.3 94.7 ± 1.7 12.3 ± 0.2 60.6 ± 0.5 77.1 ± 0.2 82.0 ± 0.2 -0.25 ± 0.02
ClipCap 75.1 ± 0.4 57.8 ± 0.5 42.1 ± 0.6 29.9 ± 0.6 52.0 ± 0.3 23.8 ± 0.2 69.0 ± 1.5 10.7 ± 0.2 60.1 ± 0.3 73.1 ± 0.2 77.8 ± 0.2 -0.37 ± 0.02
ExpNet 80.3 ± 0.4 64.9 ± 0.5 49.6 ± 0.6 36.6 ± 0.6 55.8 ± 0.4 25.6 ± 0.2 82.2 ± 1.5 12.1 ± 0.2 62.6 ± 0.3 70.0 ± 0.2 76.5 ± 0.2 -0.35 ± 0.02
Human 74.8 ± 0.4 56.0 ± 0.5 40.3 ± 0.5 28.3 ± 0.5 52.1 ± 0.4 27.6 ± 0.2 86.4 ± 1.5 15.2 ± 0.2 58.6 ± 0.3 78.0 ± 0.2 82.6 ± 0.1 0.01 ± 0.02

ObjectNet
Captions

GITL 43.8 ± 0.3 33.0 ± 0.3 23.4 ± 0.2 16.2 ± 0.2 36.4 ± 0.2 13.3 ± 0.1 20.9 ± 0.4 8.4 ± 0.1 42.1 ± 0.2 75.8 ± 0.1 77.2 ± 0.1 -0.46 ± 0.02
ClipCap 50.0 ± 0.3 35.1 ± 0.2 23.2 ± 0.2 15.4 ± 0.2 35.3 ± 0.1 12.4 ± 0.1 10.2 ± 0.3 6.2 ± 0.1 39.7 ± 0.1 74.2 ± 0.1 73.7 ± 0.1 -0.69 ± 0.01
ExpNet 51.3 ± 0.3 38.2 ± 0.2 26.2 ± 0.2 17.6 ± 0.2 38.5 ± 0.1 13.9 ± 0.1 14.9 ± 0.3 8.1 ± 0.1 43.5 ± 0.1 72.0 ± 0.1 74.4 ± 0.1 -0.56 ± 0.02
Human 60.5 ± 0.2 39.9 ± 0.2 25.4 ± 0.2 16.1 ± 0.2 38.7 ± 0.2 20.4 ± 0.1 31.3 ± 0.5 16.3 ± 0.1 37.6 ± 0.2 77.0 ± 0.1 77.9 ± 0.1 0.0 ± 0.02

Table 4: Full capitulation of evaluation results presented in table 2
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(a) Caption recording task consent page

(b) Caption recording example instruction page
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(a) Transcript task consent page

(b) Transcript task instruction page
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(a) HUMANr task instruction page

(b) HUMANr task instruction page
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