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ABSTRACT
Artwork analysis is an important and fundamental skill for art ap-
preciation, which could enrich personal aesthetic sensibility and
facilitate the critical thinking ability. Understanding artworks is
challenging due to its subjective nature, diverse interpretations,
and complex visual elements, requiring expertise in art history,
cultural background, and aesthetic theory. However, limited by the
data collection and model ability, previous works for automatically
analyzing artworks mainly focus on classification, retrieval, and
other simple tasks, which is far from the goal of AI. To facilitate
the research progress, in this paper, we step further to compose
comprehensive analysis inspired by the remarkable perception and
generation ability of large multimodal models. Specifically, we first
propose a task of composing paragraph analysis for artworks, i.e.,
painting in this paper, only focusing on visual characteristics to for-
mulate more comprehensive understanding of artworks. To support
the research on formal analysis, we collect a large dataset Painting-
Form, with about 19k painting images and 50k analysis paragraphs.
We further introduce a superior largemultimodalmodel for painting
analysis composing, dubbed GalleryGPT, which is slightly modified
and fine-tuned based on LLaVA architecture leveraging our col-
lected data. We conduct formal analysis generation and zero-shot
experiments across several datasets to assess the capacity of our
model. The results show remarkable performance improvements
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comparing with powerful baseline LMMs, demonstrating its superb
ability of art analysis and generalization. The codes and model are
available at: https://github.com/steven640pixel/GalleryGPT .
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1 INTRODUCTION
Artwork analysis and composition are integral aspects of art appre-
ciation and creation, often requiring a deep understanding of artistic
techniques, styles, and historical contexts. In the past decades, AI
systems have been evolving rapidly and demonstrating remarkable
success in many fields, even surpass humans [2, 8, 33]. However, it
still cannot understand and analyze an artwork like humans since it
involves very high-level joint understanding of culture, symbolism,
abstractionism, and other aesthetics knowledge, beyond the basic
semantic understanding of objects, attributes and relations in natu-
ral image understanding. Motivated by the superior ability of deep
learning, researchers have employed several advanced techniques,
such as convolutional neural networks (CNN) [27, 31], recurrent
neural networks [21], and Transformer [4, 55] in style classification,
object detection, multimodal retrieval, art visual question answer-
ing, and artwork captioning [3, 37, 49]. Despite these advancements,
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Prompt: Compose a short paragraph of formal analysis for this painting

: This painting is an engraving titled *Urania's Mirror*, and it was created by the German artist Albrecht
Dürer in 1503. The painting depicts a group of astronomers observing the night sky. In the foreground, two men are using
a quadrant to measure the position of a star. In the background, a third man is looking through a telescope. The painting
is full of symbolism. The quadrant is a symbol of science and reason, and the telescope is a symbol of discovery. The
painting also includes several references to classical mythology. The woman in the foreground is Urania, the muse of
astronomy. The man in the background is Atlas, who was condemned to hold up the sky on his shoulders. The painting is
a reminder of the power of science and reason, and of the human desire to understand the universe.

: The image you've provided depicts "The Astronomer" by Johannes Vermeer. Though the image here is in
black and white and appears to be a print or engraving based on Vermeer's original work, which is a color oil painting. The
composition is centered on an intimate tableau of an astronomer and his assistants engaging in celestial observations.
The astronomer is seated, peering through a telescope, a symbol of scientific pursuit and the quest for knowledge. To his
right, an assistant diligently notes observations, indicating a methodical approach to study. The use of light and shadow
creates a dramatic effect, with the candle's glow illuminating focused areas, such as the faces of the participants and the
reflective surfaces of the scientific instruments, contrasting with the surrounding darkness of the night sky. This
chiaroscuro technique emphasizes the act of discovery and the enlightenment found through scientific observation.

: The image is a black and white illustration that captures a moment of scientific exploration. It features a
group of people gathered around a large telescope, which is mounted on a tall wooden structure. The telescope, with its
intricate design, is the focal point of the scene. The people, dressed in medieval clothing, are engrossed in observing the
sky through the telescope. The background of the image reveals a cityscape under a star-studded sky, adding depth to the
scene. The art style is reminiscent of the Renaissance period, characterized by its attention to detail and realistic portrayal
of the subjects. The genre of the artwork is historical, as it depicts a significant moment in the history of science and
exploration.

Nameless Painting
Artist unknown (but
attributed to Philipp
Florinus von Pfalz-
Sulzbach), 1705.

Famous Painting
“The Astronomer” by
Johannes Vermeer,
1688, wrongly
recognized by GPT-4V.

Figure 1: An example of existing LMMs for art analysis. The painting (a nameless painting to avoid the knowledge memorized
in LLMs) on the left-top corner is the target image to be analyzed, and the bottom one, “The Astronomer” by Johannes Vermeer,
is wrongly recognized by GPT-4V. The red texts indicate wrong analysis, mainly belong to wrong recognition by Gemini and
GPT-4V. The green texts are good parts for “formal analysis”. The purple texts denote the factual description of the painting
content, which is more similar with the image captioning task.

there is still a lack of research on composing comprehensive and
in-depth analysis for artworks, limited by the model capacity of
visual perception and language generation.

The emergence of large foundation models, such large language
models (LLMs) [6, 15, 53, 54] and largemultimodalmodels (LMMs) [8,
33, 34, 50], has facilitated the progress across numerous research
areas, including text summarization, open-ended question answer-
ing, and long-context reasoning, and led to significant advance-
ments [15, 16, 40]. This also makes it possible to enable machine
to perceive and understand visual content and generate detail de-
scriptions, such as visual storytelling [23]. However, despite the
achievements on natural image understanding, we observe that ex-
isting LMMs still cannot comprehend the high-level concepts and
generate comprehensive analysis for artworks. As the example illus-
trated in Figure 1, we test several powerful LMMs, i.e., GPT-4V [26],
Gemini [24], and ShareGPT4V [10], with a nameless painting1 by
asking them to compose a paragraph of formal analysis. From the
outputs, we can observe that the GPT-4V and Gemini wrongly rec-
ognized this painting to another, and then give the analysis based on
the knowledge recalled from their language-part memories, which
means they function as LLMs in this part. We call this phenome-
non as “LLM-biased visual hallucination”. This phenomenon
suggests that in this task, existing LMMs tend to first recognize the
given painting is and then give analysis accordingly, while do not
focus on the visual content of the painting at the stage of analysis
generation. Such a recognize-then-analyze procedure highly relies
on the accuracy of the recognition, and will fail when the given
painting is unknown. Although we have noticed that GPT-4V tries
to analyze this painting based on the visual content (green part
1We choose a nameless painting to avoid the knowledge about the painting has been
seen during pre-training and Supervised-Fine-Tuning (SFT), since the knowledge about
famous ones is memorized by the LLMs. This nameless painting is downloaded from:
https://darksky.org/app/uploads/2015/11/8_Florinus_Astronomy.png

shown analysis shown in Figure 1), it still cannot completely es-
cape from the recognize-then-analyze procedure. Meanwhile, some
effort has been devoted to enhance the visual understanding of
LMMs. For example, ShareGPT4V [10] contributes a dataset with
high-quality image and description pairs to fine-tune the LLaVA
model [38]. Despite of the effectiveness, these methods still fail
to make professional artistic, aesthetic and technical analysis on
artworks or paintings, meaning that existing LMMs so far cannot
satisfy the requirements of artwork analysis. They may face partic-
ular challenges to get generalized into unknown or unseen subjects,
thereby calling for better solutions.

To fill the research gap, this paper focuses on generating formal
analysis for painting images, relying on the LMMs but pushing them
to perceive and comprehend the artistic skills or other professional
visual aspects shown in an artwork itself. A comprehensive artwork
analysis includes many parts, e.g., introduction, cultural, formal
analysis, historical context, interpretation, etc. Although most of
artwork analysis may be done relying only on the external knowl-
edge or subjective opinions, the “form” of the artwork, including
color, composition, line, shape, light and shadow, and other visual
aspects , still requires vision-based understanding. Therefore, it is
necessary to develop a professional LMM specialized for making
formal analysis for artworks.

However, there does not exist any formal analysis dataset. It is
also time- and labour-expensive to make annotations because writ-
ing a formal analysis for an painting requires professional expertise
in art analyzing. Motivated by the aforementioned observed LLMs
bias by GPT4 and Gemini, we try to access the knowledge memo-
rized in LLMs to produce analyses for known artworks. Specifically,
we first collect about 19k famous painting images and correspond-
ing meta data from the Internet. Then, apply LLMs to provide a
paragraph analysis only focusing on visual characteristics based on

https://darksky.org/app/uploads/2015/11/8_Florinus_Astronomy.png
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the title and artist of the painting, thereby generating the formal
analysis. We also prompt the LLMs to compose the formal analysis
from some specific form perspectives, such as composition, color,
light and shadow, to enhance the richness and diversity of the data.
We finally obtain about 50k formal analyses for the paintings we
collect and name this dataset as PaintingForm.

Leveraging the PaintingForm dataset, we present GalleryGPT,
a large multi-modal model with a LLaVA architecture fine-tuned
based on ShareGPT4V-7B [10]. As ShareGPT4V is boosted for image
understanding and performs well in visual description generation,
we freeze the parameters in vision encoder to retain its superb
visual perception ability. Meanwhile, we add a LoRA component
to LLM to learn the specific analyzing patterns of paintings. To
evaluate the effectiveness of our GalleryGPT, we conduct zero-shot
learning on several classic painting analysis datasets, including
AQUA [19], ArtQuest [5], and ArtQuest-Type [5] for art visual
question answering, and ArtBench [36] for style classification. The
results show that our GalleryGPT outperforms several off-the-shelf
and adaptive LMMs, demonstrating the superiority of our collected
data and impressive performance of GalleryGPT.

In summary, the contributions of this work are as follows:
• We propose to empower the perception ability of LMMs for
subtle and specific visual characteristics of artworks, and
introduce the task of generating formal analysis to enable
the ability by supervised fine-tuning.

• To support the research, we contribute a large-scale and
high-quality dataset PaintingForm, acquired by two power-
ful LLMs, i.e., GPT-4 and Gemini, based on the learnt knowl-
edge about famous paintings. To avoid the leakage of prior
knowledge, we ask the LLMs only focus on visual character-
istics and do not mention the title and artist in the formal
analysis annotation.

• Leveraging the collected dataset, we devise an advanced large
multimodal model for painting formal analysis generation,
dubbed GalleryGPT, which employs ShareGPT4V as back-
bone. We evaluate its ability on several painting analysis
tasks, and the results demonstrate the impressive perfor-
mance of it.

2 RELATEDWORKS
2.1 Large Language Models (LLMs)
In the past decade, language modelling has been evolving rapidly
and achieved impressive progress [1, 14, 43, 55]. Transformer [55]
employed multiple attention blocks and positional embedding to ac-
celerate the recurrent models and made breakthrough in language
models. Delvin et al.[14] designed a bidirectional transfomer to learn
the contextual embedding of words and made the beginning the
era of pre-training language model (PLM) [32, 39, 45–47]. With the
large scale tokens pre-training, deep neural models, especially the
large language models (LLMs) [6, 11] based on the Transformer [55]
structure, demonstrate superb understanding and generation abil-
ity, as well as generalizing to downstream tasks, even without any
fine-tuning. LaMDA[52] focused on conversational applications
and aims to generate more natural and logically-rich dialogue text.
InstructGPT[41] designed an effective fine-tuning method that al-
lows LLMs to operate according to desired instructions, leveraging

Reinforcement Learning from Human Feedback(RLHF). It incorpo-
rates humans into the training loop using carefully designed anno-
tation strategies. With the instruction fine-tuning based on large
foundation models, LLMs, especially the ChatGPT system [25] of
OpenAI, also demonstrate emergent capacity of generation [51, 53].
The LLaMA[53, 54] model released by Meta, with its open-source
nature and smaller parameter size, has provided an opportunity for
many researchers to participate in large language model research
and led to rapid research progress in LLMs.

2.2 Large Multimodal Models (LMMs)
The blooming of large languagemodels has attracted a great amount
of research attention on vision-language interaction and injecting
visual knowledge into LLMs. As a paradigm of visual language
modal alignment, CLIP [44] implemented contrastive learning on
extensive image-text pairs. Subsequent improvements [33, 34] over
CLIP utilized enhanced data strategies with greater data diversity
for basic visual tasks. Recent research has increasingly focused on
pre-traning alignment and visual instruction tuning on top of the
LLMs for more complex tasks such as visual question answering and
reasoning. MiniGPT-4 [8] demonstrated capabilities in image-text
dialogues by aligning queried visual feature with text and feeding
queried embedding to LLM. Other prominent examples including
LLaVA [38], Qwen-VL [2], InstructBLIP [13], and ShareGPT4V [10]
interacted visual features with LLM using a learnable projector
or query embeddings, which focus on utilizing more and high
quality pre-training and fine-tuning data to understand complex
instructions. mPLUG-Owl [58], Shikra [9], and KOSMOS-2 [42]
introduced grounding data types and new modularization training
to minimize hallucinations and enhance grounding ability. Despite
these advancements, exploration for quality and format of images-
instructions highlights a critical area for future large multimodal
models improvement.

2.3 AI for Art Analysis
With the great success of deep learning in CV and NLP in the
past decade, AI for art analysis has also been evolving with rapid
progress. Early works most depended on hand-crafted features
and explored the classification and recognition problem [7, 20, 28,
30, 48]. With the great success of pre-trained language models
(PLM) [29, 57] and visual-language pre-training (VLP) [35, 44], re-
search on artwork analysis also achieves significant progress. CLIP-
Art [12] leveraged the image-text pairs of artworks in SemArt [18]
to fine-tune the CLIP and gains impressive improvements. Gar-
cia et al. [19] contributed a dataset of art visual question answering,
named AQUA, and proposed a knowledge-based VIKING model,
which achieves the best performance. Bleidt et al. [5] pointed out
there exists language bias hidden in the question-answer pair, which
may induce the model to ignore the visual information. To address
this issue, they further proposed a strategy to eliminate the bias
and introduced an ArtQuest dataset and implemented PrefixLM to
learn the patterns between paintings and questions.

Despite these simple tasks investigated in deep learning era, peo-
ple also expect the AI system could provide comprehensive analysis
for artworks, which may benefit the art education and assist hu-
man writing the commentary. Recently, LLMs and LMMs have
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Required Painting Meta Data: Painting Title, Artist Name

You are a professional art critic.
Do you know the [PAINTING TITLE]
by [ARTIST NAME]?

You are a professional art critic.
Compose a paragraph of formal analysis for the
[PAINTING TITLE] by [ARTIST NAME] only focusing
the visual characteristics/specific element. Do not
mention the title and artist name in the analysis.

You are a professional art critic.
Select up to 5 essential aspects in the
[PAINTING TITLE] by [ARTIST NAME] from
the list. [LIST OF CANDIDATE ELEMENTS].

YES

NO

Discard Intersection Elements of Multiple LLMs

Valid Paintings

High Quality Formal Analysis

Elements for formal
analysis

Figure 2: The overall pipeline of constructing our PaintingForm collection. Our annotation process only depends on the
language model, without vision information. The prompt illustrated here just a simple version for exhibition, we actually
elaborately designed the prompts.

been demonstrating superb understanding and generation ability
in many areas, which raise the potentials to compose comprehen-
sive analysis for artworks. However, we argue current LMMs might
be biased by the knowledge memorized in language and cannot
generalized to nameless artworks. In this work, we try to imple-
ment formal analysis with LLMs to make them focusing on visual
elements in art analysis.

3 DATA COLLECTION
3.1 Primary Philosophy
A successful artwork analysis, as been discussed before, needs to
cover multiple types of content including background introduction,
formal analysis, historical context, etc, most of which rely on exter-
nal knowledge and subjective opinions except formal analysis. As
we have known, existing of-the-shelf LMMs have been capable of
providing factual information and description with relevant knowl-
edge while tend to ignore visual analysis, we want to enhance the
existing artwork analysis models to focus more on visual elements.
The research purpose in this work is to make the developed model
to emphasize on visual comprehension rather than recognizing the
artwork and retrieving knowledge from their language memory,
in other word, to twist the recognize-then-analyze procedure of
existing LMMs on artwork analysis which may cause “LLM-biased
visual hallucination”.

To support the development of such a professional LMM special-
ized for artwork analysis, we try to construct a large-scale artwork
analysis dataset, including images and corresponding analysis, so
that we can fine-tune the pre-trained LMMs. More importantly, to
push the LMMs to focus on visual comprehending of the artworks
through fine-tuning, we need high-quality formal analysis anno-
tations in our dataset. However, manually annotating artworks
with comprehensive analysis requires professional expertise in art-
work analyzing and it is hard and expensive to recruit so many
professional art critics. Besides, even with experts, it is still time-
consuming to annotate large number of artworks.

Based on these motivations and challenges, we collect a painting
dataset, named PaintingForm, consisting of paintings and associ-
ated formal analyses annotations for each painting. Since manual
labeling is affordably expensive in terms of both timing and eco-
nomic cost, we elaborately leverage the powerful LLMs to produce
formal analysis on famous paintings, ensuring they have enough

knowledge to support them producing high-quality analysis. The
overall pipeline of our data collection process is shown in Figure 2
and more details are described in subsequent sections.

3.2 Painting Source
With the development of digital technology in recent years, large
collections of artworks have been digitized and stored, and easily to
accessed via the Internet. We focus on famous paintings and choose
1st Art Gallery2 as our painting source. To make the LMMs, e.g.,
GPT-4 and Gemini, able to provide accurate and comprehensive
formal analyses, we choose the paintings of 500 Most Popular Paint-
ings3 and Most Popular Artists4 to ensure the LLMs knowing the
paintings. With such condition, we obtain 19,295 paintings (includ-
ing 18,795 of most popular artists). To ensure the LLMs know the
paintings, we first ask Gemini to answer if it knows the painting
with title and artist name. We also filter out some paintings without
certain title and annotated as “unknown”, and obtain 18,526 paint-
ings in the end. We select 5000 less popular paintings for test and
reserve 13,526 for training, test samples of which are identified by
the wishlist count from source website, and the distribution across
artists is also considered. We illustrate the statistics of artist distri-
bution of the Most Popular Artists5 in Figure 3. From the statistics,
we observe that the dataset includes most paintings of Vincent Van
Gogh, resulting in 1458 retained and 225 filtered, and Jacques Louis
David with the fewest paintings included in the dataset, about 100
paintings. We have also verified that all the paintings are free to
use without copyright concerns, as provided by the website6.

3.3 Formal Analysis Annotation
As aforementioned, we employ powerful LLMs to generate high
quality formal analysis, after ensuring the paintings are known by
the LLMs. Note that we only provide the LLMs the title and artist

2https://www.1st-art-gallery.com/
3https://www.1st-art-gallery.com/most-popular-paintings.html
4https://www.1st-art-gallery.com/browse-by-artist-a-z.html. Note that here we only
use the most popular artists, not all, resulting in 48 artists in total.
5We do not include the 500 most popular paintings in this statistics because about 150
artists only contribute one painting in the whole gallery.
6https://www.1st-art-gallery.com/copyrights.html, The copyright contents are as [Ac-
cessed on 4 April, 2024.]: “All images on our site are either licensed or
in public domain because their copyright has expired. This applies to
the United States, Canada, the European Union and the countries with
a copyright term of life of the author plus 70 years.”

https://www.1st-art-gallery.com/
https://www.1st-art-gallery.com/most-popular-paintings.html
https://www.1st-art-gallery.com/browse-by-artist-a-z.html
https://www.1st-art-gallery.com/copyrights.html
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Figure 3: An statistic illustration of the distribution of paintings by each artist in Most Popular Artists. Valid paintings denote
the reserved paintings after the filtering rules in Section 3.2, and the invalid paintings are the discarded ones. We finally filter
769 and reserve 18,026 paintings for this part (not include the 500 most popular paintings). We do not include the 500 paintings
for illustration because: 1) all the 500 popular paintings are reserved, and 2) there exist about 150 artists have only one paintings
in this gallery, resulting in severe long-tail distribution here.
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Figure 4: Statistics of elements of formal analysis. Only very
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name of the paintings, and do not input any visual information,
i.e., the painting image, to the LLMs. Specifically, we employ two
powerful LLMs, GPT-4 and Gemini in this work, to retrieve the
learnt knowledge with the title and artist name of a certain painting
and generate a paragraph of formal analysis only focusing on visual
characteristics. To make the formal analyses more diverse, we ask
the LLMs to generate two-level formal analyses: 1) overall formal
analysis, and 2) formal analysis from a certain perspective, e.g.,
color, composition, and etc. To avoid the “LLM-biased visual hallu-
cination”, we ask the LLMs do not mention the title and artist name
in the generated formal analysis. In other words, one cannot easily
identify the corresponding painting solely depending on a specific
formal analysis. For the perspective specified formal analysis an-
notation, we first ask GPT-4 and Gemini to provide up to 5 most
important perspectives of the given painting independently, and
utilize the intersection of GPT-4 and Gemini predictions as the final
perspectives. The statistics of perspectives is shown in Figure 4,
from which we observe that Composition, Light and Shadow, Color
Palette, Form and Shape are the most common perspectives of the

paintings. Finally, based on the selected perspectives, we employ
LLMs to annotate the formal analysis only focusing on a specific
perspectives similar with the overall setting.

4 THE PROPOSED GALLERYGPT
To verify if our proposed PaintingForm dataset could empower
LMMs more superior painting analyzing ability, we develop a large
multimodal model, GalleryGPT, based on ShareGPT4V-7B that has
demonstrated impressive performance across several multimodal
tasks. We conduct supervised fine-tuning (SFT) on our Painting-
Form dataset to enable the LLMs to analyze paintings focusing on
visual elements.

4.1 Architecture
As pointed out before, our goal is enabling LMMs to analyze art-
works focusing more on visual elements, rather to design a new
architecture or model. Therefore, we introduce the GalleryGPT em-
ploying ShareGPT4V-7B as backbone, which follows the LLaVA [38]
architecture and consists of three components: 1) The visual en-
coder, which is a vision transformer (ViT) [17] borrowed from the
CLIP-Large [44]. Similar with CLIP-Large, the visual encoder takes
336*336 shape as input size and divides it into 14 patches, resulting
in 576 input tokens; 2) The projector, a two-layer MLP to project
the visual representation into the language semantic space, LLMs
space in specific; 3) The LLM, which is based on Vicuna-v1.5 [51]
and LLaMA2 [53], employing the decoder-only architecture. For
the whole setting, we follow ShareGPT4V-7B focusing on the 7B
model. Besides, to keep the superior visual perception and describ-
ing ability of ShareGPT4V-7B, we slightly modify the LLM in our
GalleryGPT. Specifically, we add several LoRA [22] modules to
learn the formal analysis specific patterns and freeze the LLM in
ShareGPT4V-7B to keep its superb content describing ability.
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4.2 Supervised Fine-Tuning
Numbers of previous works [26, 41, 51, 53, 56] have demonstrated
that based on billions or trillions of tokens pre-training and elab-
orate supervised fine-tuning, the LLMs exhibit creative emergent
ability and is able to generalize to multiple tasks without further
training. Following this inspiration, we implement supervised fine-
tuning (SFT) with our LLM-generated formal analyses, paired with
the corresponding painting. During SFT stage, we set the learning
rate as 2e-5, batch size as 16, and fine-tune 10k steps on an A100
GPU with 80G memory. For the LoRA module, we set the lower
rank as 128 and the alpha is 256. Since our analysis texts do not
contain any identifying information of the paintings, the LMMs
cannot retrieve the learnt knowledge to associate with the paintings.
Instead, with our SFT optimization, the LMM tries to perceive the
subtle elements and art skills presented in the painting, andmatches
them with the corresponding descriptions in the formal analysis.
Through such fine-tuning, our GalleryGPT could be empowered
artwork analyzing ability and generalized to other art analyzing
tasks, e.g., style classification.

5 EXPERIMENTS
5.1 Formal Analysis Generation
Since our data and optimization goal are for painting formal analysis
generation, we first directly evaluate the quality of generated formal
analyses on our reserved test set, with 5000 paintings. We also test
with several popular and powerful open-source LMMs, including
LLaVA-1.5 [38], Qwen-VL-Chat [2], and ShareGPT4V7 [10], and
all the LLMs employ the same prompt: “Please compose a coherent
paragraph of formal analysis focusing on visual characteristics”. We
combine the formal analyses annotated by GPT-4 and Gemini for
each painting to formulate the ground truth descriptions. Finally,
we employ image captioning metrics to evaluate the generated
formal analyses because formal analysis is also a kind of description.
As the evaluation results shown in Table 1, we observe that our
GalleryGPT outperforms all the other LMMs with a remarkable
improvement. Among all the baseline LLMs, LLaVA-1.5 performs
the worst and is significantly lower than others, while Qwen-VL and
ShareGPT4V achieve similar performance. From these observations,
we can conclude that, benefiting from the SFT with PaintingForm,
the GalleryGPT achieves impressive improvements comparing with
ShareGPT4V-7B, which mainly focuses on natural image-text pairs
(only a few art data). This verifies the effectiveness of our high
quality art analysis data collections.

5.2 Generalizing to Other Art Analysis Tasks
LLMs and LMMs have demonstrated superior generalizing ability
to many downstream tasks. To verify the generalization of our
GalleryGPT, we conduct visual question answering and style clas-
sification for paintings on several existing datasets. The details of
the dataset are as following:

• AQUA [19]: is an Art Question Answering dataset based
on SemArt [18]. The question-answer pairs are generated

7Here we implement 7B model for fair comparison for all baseline and omit 7B in the
table. Note that in [10], ShareGPT4V indicates the dataset and ShareGPT4V-7B is the
model, but in this table we omit 7B for unifying all the model names.

Table 1: Performance comparison of formal analysis genera-
tion measured by the captioning metrics, evaluated on our
test set with 5000 paintings.

Model BLEU GLEU METEOR ROUGE
LLaVA-1.5 [38] 9.87 14.59 26.19 26.37

Qwen-VL-Chat [2] 13.65 16.42 29.78 26.72
ShareGPT4V [10] 12.38 16.14 31.53 26.63
GalleryGPT (ours) 21.23 21.68 37.62 31.34

Table 2: Zero-shot performance comparison on several art-
work analysis tasks, including question answering and clas-
sification. SoTA-1 and SoTA-2 denote previous state of the
arts without and with PLM (including fine-tuning on corre-
sponding datasets). Both SoTA-1 and SoTA-2 denote different
methods for different tasks.

Model AQUA ArtQuest ArtQuest-Type ArtBench
SoTA-1 22.40 2.40 - -
SoTA-2 55.50 50.2 81.8 -

LLaVA-1.5 22.13 8.66 34.82 28.1
Qwen-VL-Chat 18.67 7.86 26.29 28.0
ShareGPT4V 23.62 7.91 38.07 31.7

GalleryGPT (ours) 24.08 9.51 43.94 34.0

by powerful question generation models based on paintings
and comments provided in SemArt. The dataset contains
29,568, 1,507, and 1,270 samples in training, validation, and
test splits, respectively.

• ArtQuest [5]: is the debiased version of AQUA, including
6414 test cases, which mainly focuses on eliminating the
bias hidden in language. With such debias operation, most
question cannot be answered without visual content.

• ArtQuest-Type [5]: is simple setting of ArtQuest, which
requires the model only answer the type of the painting. The
test set contains 1069 samples.

• ArtBench [36]: is originally for Artwork generation.We ran-
dom sample 1000 paintings from the test set (10000 paintings
in total), and use the provided style labels for classification.

We exhibit the results in Table 2, from which we can see that our
GalleryGPT also significantly outperforms all the baseline LMMs
and demonstrates its generalizing ability for downstream art anal-
ysis tasks. An interesting observation is that LLaVA-1.5 performs
much better than Qwen-VL-Chat, showing an opposite result to the
task of formal analysis generation. We have checked and analyzed
the results, and hypothesize that may come from the output format
mismatching. Since all the three QA datasets follow the open-ended
answering setting, and then extract the matching strings from the
outputs. Another piece of evidence is that Qwen-VL-Chat achieves
similar performance to LLaVA-1.5 when the output strictly adheres
to the given labels.

To comprehensively analyze the ability of our GalleryGPT, we
also compare it with several state of the arts and show the results
in the top block in Table 2, which are specific trained on the corre-
sponding datasets. SoTA-1 denotes the models without pre-training
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This exquisite piece of artistry is a testament to the mastery of capturing human emotion and
intimate moments. The visual characteristics of the painting are striking, with the use of soft,
muted colors that create a sense of warmth and tranquility. The central figure, a young woman,
is depicted in a domestic setting, engrossed in the task of sewing. The artist's use of light and
shadow is particularly noteworthy, with the light source seemingly emanating from the left,
casting gentle shadows that add depth and dimension to the scene. The woman's facial
expression and body language convey a sense of concentration and introspection, while her
surroundings, including the ornate chair and the patterned fabric, add a layer of visual interest.
The artist's brushwork is delicate and precise, particularly in the rendering of the woman's hands
and face, which are imbued with a sense of realism and detail. The overall composition is
balanced and harmonious, with the figure and her surroundings occupying the majority of the
canvas, leaving little space for distraction. This, coupled with the artist's use of perspective, draws
the viewer's attention towards the figure, making her the focal point of the painting.

GPT-4V

ShareGPT4V-7BLLaVA-1.5-7B
The image features a woman sitting on a chair, wearing a
white dress and holding a needle in her hand. She appears
to be engaged in a sewing activity, possibly mending her
clothing. The scene is set in a garden, with a potted plant
located near the woman. The woman's attire, including the
white dress, and the garden setting create a sense of
tranquility and simplicity. The focus on the woman's hands
and the needle she holds emphasizes her concentration on
her task, while the potted plant adds a touch of nature to
the scene. Overall, the image captures a moment of quiet
contemplation and creativity in a serene outdoor setting.

The image is a captivating impressionist painting that captures a
moment of tranquility in a garden. The central figure is a young woman,
elegantly dressed in a white dress, seated on a bench. She is engrossed
in her hands, perhaps lost in thought or simply enjoying the serenity of
her surroundings. The garden around her is a riot of colors, with red
flowers adding a vibrant contrast to the lush greenery. The painting is
executed in an impressionist style, characterized by loose brushstrokes
that capture the interplay of light and color. The artist's use of color and
light brings a sense of depth and realism to the scene, while the focus
on the woman's contemplative state adds a layer of emotional depth to
the composition. The overall effect is a harmonious blend of color, light,
and emotion, a hallmark of the impressionist genre.

This painting depicts a young woman absorbed in her needlework,
seated amidst a lush, verdant garden setting. The artist has
employed a vibrant color palette, with the warm tones of the
woman's dress and the surrounding foliage creating a harmonious
and inviting atmosphere. The woman's concentration is evident in
her downcast gaze and the delicate movements of her hands,
suggesting a sense of tranquility and introspection. The interplay of
light and shadow across the scene further enhances the painting's
sense of depth and atmosphere, drawing the viewer into the
intimate, contemplative moment being captured. Overall, the work
conveys a serene, introspective mood, highlighting the beauty and
quiet simplicity of the everyday.

GalleryGPT (Ours)

Prompt: Please write a paragraph of formal analysis for this painting.

Figure 5: An example for qualitative comparison of formal analysis generation by several powerful LMMs. Purple texts denote
the factual content description, and the Blue texts are for formal analysis. The formal analysis generated by our GalleryGPT
covers more visual elements, e.g., color, light and shadow, depth, composition, and perspective, than other LLMs, even the
powerful GPT-4V.

language model (PLM), e.g., BERT, and SoTA-2 denotes the models
leveraging PLM features or fine-tuning based on PLMs. From the
results we can see, almost all the current LMMs only achieve the
performance around SoTA-1 on AQUA, i.e., specifically training on
this dataset, while they can significantly outperform SoTA-1 on
ArtQuest. This reason may come from the language bias hidden in
AQUA dataset [5]. For all the dataset, the performances of LMMs
are far from the SoTA-2, which means the generalization ability of
LMMs on art analysis is still weak and there exists a large space for
them to get improved. Our hypothesis on such results is that art-
works may contain high-level and abstract concepts to be perceived
more subtly, which also motivates us to make further endeavour
on this in the future work.

5.3 Multimodal Benchmarks
Since GalleryGPT is implemented based on ShareGPT4V-7B, it in-
herently remains an LMM. Therefore, we also conduct experiments
on several LLM benchmarks and compare it with baseline LLMs8 to
evaluate the multimodal understanding ability. As the comparison
results illustrated in Table 3, we can see our GalleryGPT exhibits
comparable performance with ShareGPT4V, i.e., achieving improve-
ments and reducements in slight fluctuations. In other words, our
GalleryGPT, further fine-tuned with elaborately collected painting-
analysis pairs, not only achieves better painting analysis perfor-
mance, including formal analysis generation (Table 1) and other
downstream tasks (Table 2), and also retains its superior multi-
modal understanding ability. These observations further verify the

8Instead of listing all the baselines in [10], here we only list the superior and represen-
tative ones for comparison.

Table 3: Comparisons with powerful baselines on several
LMM Benchmarks. The best and 2nd-best results are in bold
and underlined, respectively. All the results of baselines are
referred from [10].

Model MMB LLaVA-W MM-Vet SQA
LLaVA-1.5 64.3 63.4 30.5 66.8

Qwen-VL-Chat 60.6 - - 68.2
ShareGPT4V 68.8 72.6 37.6 68.4

GalleryGPT (ours) 70.8 69.9 35.5 69.1

effectiveness and contributions of our collected PaintingForm and
developed GalleryGPT.

5.4 Qualitative Analyses
To visually and straightforwardly compare our GalleryGPT with
other LMMs, inncluding LLaVA-1.5, ShareGPT4V-7B, and GPT-4V,
we test some unpopular paintings in our test split. As illustrated in
Figure 5, we observe that LLaVA tends to describe the factual con-
tent (in purple color) presented in the painting, and fails to analyze
the paintings from the perspective of art criticism. ShareGPT4V-7B,
the backbone of our model, also pays more attention on the con-
tent description, because the SFT data it utilized for fine-tuning is
focusing on describing the images in detail. Thanks to the small
subset of art data in ShareGPT4V, it also exhibits some capacity
for art analysis, albeit limited to general analyses and overlook-
ing the subtle visual characteristics. GPT4V, as the most famous
and capable LMM at current stage, demonstrates much better ana-
lyzing ability on paintings in terms of their form, while still fails
to capture some subtle artistic aspects, such as composition and
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GalleryGPT: The painting employs an Impressionist style, characterized by its loose brushwork, vibrant colors,
and emphasis on light and atmosphere. The composition is dominated by a serene river, which reflects the soft
hues of the sky above. The brushstrokes are fluid and gestural, capturing the movement of the water and the
play of light on its surface. The colors are bright and saturated, with shades of blue, green, and yellow
dominating the palette. The overall effect is one of tranquility and harmony, as the viewer is drawn into the
peaceful and idyllic scene depicted on the canvas.

User: What's the style of this painting?

GalleryGPT: 这幅画的构图呈现出了⼀个具有较强层次感的肖像。使⽤了明显的前途和后途空间，通过位置和⼤⼩的不
同，将主⼈物与背景分离开。⾯部划分为三部分：前途（⾯部）、后途（肩膀和腰部）和背景（背部）。前途⾯部呈现
出渐进的变化，使其呈现出三维效果。后途部分则通过使⽤简单的线和均匀的⾊彩，将注意⼒转移到主⼈物的⾯部上。
背景部分则以简单的线和淡⾊彩，将注意⼒转移到主⼈物的后⾯。

User: 请对这幅画的构图进⾏分析。

User: Please give essential aspects for the formal analysis of this painting.

GalleryGPT: The canvas is dominated by a vibrant expanse of tall, slender blades of grass, rendered in a dynamic
interplay of brushstrokes. The grasses sway and dance across the canvas, their tips forming a dense undergrowth
that creates a sense of depth and movement. The colors are predominantly green, with subtle variations and
shades that add richness and depth to the composition. The brushwork is energetic and expressive, with short,
choppy strokes that convey a sense of urgency and vitality. The overall effect is one of a vibrant, living landscape
that captures the essence of nature's untamed beauty.

Figure 6: Multimodal dialogue examples with our GalleryGPT. Blue texts denote high quality formal analysis. We also test
dialoguing in Chinese, even we do not fine-tune GalleryGPT with Chinese painting-analysis pairs. The English translation of
Chinese conversation can be found in Supplementary.

depth. Obviously, our GalleryGPT demonstrates superb capability
of comprehensively analyzing the artworks, which not only briefly
describe the factual content of the painting, but also focuses more
attention on analyzing the subtle artistic elements, including color,
light and shadow, depth, composition, and perspective. These obser-
vations have definitely verified the superiority of our GalleryGPT
for artwork analyzing.

We also investigate the dialogue capability of our GalleryGPT.
We show several dialogue examples in Figure 6. The examples
demonstrate that our GalleryGPT is able to follow the user intention
in the conversation. As shown in the second case, for instance, we
ask it to give “essential aspects” for formal analysis, it just provides
us a brief analysis with essential content, which is much shorter
than the one provided in Figure 5. Besides, we further explore
the multilingual capabilities of GalleryGPT, even though we have
not provided any multilingual painting analyses for supervised
fine-tuning9. As shown at the bottom in Figure 6, we chat with
GalleryGPT in Chinese10, it still generates high quality answer
focusing on “composition” and exhibits strong multilingual ability.

In summary, these qualitative comparisons and dialogue exam-
ples have verified the superior art analysis ability of our GalleryGPT,
as well as illustrating the quality of our PaintingForm dataset. For
more examples of this part, qualitative comparison and chat con-
versation, could be found in Supplementary.

9Actually, the foundation models, LLaMA and LLaVA, are pre-trained and fine-tuned
with several multilingual corpuses.
10A reviewer pointed out that the “前途” and “后途” are typos and should be “前
景” and “后景”, since this analysis is generated by our GalleryGPT and we have not
modified it. As the English translation in Figure. 6 in Supplementary, the meanings are
the same with the suggestions of the reviewer. We sincerely appreciate the reviewer
providing such careful and helpful comments and suggestions.

6 CONCLUSIONS AND FUTUREWORKS
In this work, we targeted at artwork analyzing with large multi-
modal models (LLMs). We first tested several LLMs and pointed out
that current LLMs may suffering from “LLM-biased visual halluci-
nation” issue, resulting in weak generalization ability to nameless
paintings. To make the LMMs to analyze artworks focusing on
visual elements and easy to generalize, we proposed to conduct
SFT of LMMs with formal analysis. To support this research, we
first elaborately designed an LLM-based data collection pipeline to
construct high quality painting-analysis pairs. We also employed
ShareGPT4V to implement SFT on the collected data, derived our
GalleryGPT. We conducted extensive experiments to verify the
effectiveness regarding to formal analysis generation, generaliz-
ing to down stream tasks, and LMM benchmarking. The results
demonstrated the effectiveness of the collected data and introduced
GalleryGPT.

For future works, on one hand, we will step further to investigate
the generalization issue mentioned in Section 5.2 to explore the abil-
ity of LMMs in art analyzing. For example, devising a ChatGPT-like
art assistant to help more people appreciate or learn to appreciate
artworks. On the other hand, we only collect paintings in this work,
while artworks consist of multiple types, e.g., ceramics (paintings
on a curved surface) and sculptural in 3D. Therefore, we will try to
make the research more widely and empower LMMs to assist hu-
man in artwork analyzing, e.g., drafting formal analysis, classifying
the unseen artworks, etc. We also hope that our work can inspire
more researchers to explore AI, especially for LMMs, within the
field of art analysis.
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