
TL;DR Given morphological 
readout, we use contrastive 
learning and generative methods 
to propose diverse candidate 
molecules with similar readouts

Motivation
� Generative models that explicitly 

optimise phenotypic screening signals 
are limited by the lack of labelled dat�

� Our method generates novel and 
diverse molecules with similar 
phenotypic effect as a target image 
without pre-annotated label�

� We use unsupervised multimodal 
embeddings to define a latent 
similarity based reward for GFlowNets

GFlowNets
� GFlowNets [1] (GFN) are amortised 

variational inference algorithms 
trained to sample from an 
unnormalised distribution over 
compositional object�

� Aim to sample objects from a set of 
terminal states X proportionally to a 
reward function R : X → R+

Multimodal CL
� Contrastive learning (CL) is a self-

supervised learning approach that 
learns embeddings that distinguish 
between similar and dissimilar sample�

� Geometric Multimodal Contrastive [2] 
(GMC) is a CL method closely 
associated with CLIP that additionally 
learns a joint encoder of all modalities
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Morphology Guided 
GFlowNets Design

�� Train GMC to align small molecular 
structures with their associated cell 
morphological readout�

�� Leverage the morphology (or joint) 
encoder of GMC to produce a latent 
representation for a desired target 
morphological readout h(y�

�� GFN learns a forward policy, 
parameterised by a Graph Attention 
Transformer, over a set of predefined 
fragments to generate diverse and 
high reward molecules

Cross-modal Latent 
Space Alignment

� Our method assumes that similarity in 
the latent space learnt by GMC is of 
high enough quality to perform searc�

� We want the reward for any molecule 
to provide a rough measure of distance 
between its own morphological 
readout and that of the target, i.e.:

� We evaluate this by measuring the 
correlation in this cross-modal 
distance between every test set pair

Results
� GFlowNets excel at generating high 

reward and diverse molecules 
compared to baselines in SAC & SQL

� GFlowNets is better able to recover 
the underlying target, suggesting 
usefulness in finding molecules with 
target biological activity

� We train an independent MLP oracle 
on fingerprints to predict the outcome 
of biological assays for which the 
target molecule has a positive readou�

� GFlowNets generate diverse samples 
with high predicted assay activity
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