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Background: Learning with tabular data
Heterogeneity in Attribute

The inherent heterogeneities across different tabular 
datasets hinder the effective sharing of knowledge.
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Task: One model that generalizes on heterogeneous 
tabular datasets

Train one model 
on each dataset 

Fine-tune data-specific 
Learnable Parameters 

+
How to apply a PTM w/o 
additional fine-tuning?

+

Pre-train one 
joint model



Possible Solutions

• TabPFN[1] : enable model to work on datasets with different 
numbers of features by zero-padding.

• LLM[2,3] : assumes the existence of attribute names, each instance 
could be transformed into a text.

• Dimension-invariant transformation[4,5] : transform raw data of 
different dimensions into consistent dimension.

[1] Tabpfn: A transformer that solves small tabular classification problems in a second. In ICLR, 2023.
[2] Tabllm: few-shot classification of tabular data with large language models. In AISTATS, 2023.
[3] Anypredict: Foundation model for tabular prediction. CoRR, 2023.
[4] Meta-learning from tasks with heterogeneous attribute spaces. In NeurIPS, 2020.
[5] Distribution embedding networks for generalization from a diverse set of classification tasks. TMLR, 2022.



Our Solution
• Meta representation: standardize diverse datasets so that a joint 

deep neural network can be applied.
• Transforms any instance, irrespective of its original dimensionality, 

into a set of K-dimensional vectors, one for each of the C classes.
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Meta-representation

class-A MR class-B MR class-C MR

Extract class-specific prototypes.

Calculate the distance to those prototypes, 
Sort and select the K smallest.

the instance is more likely 
to be class A
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TabPTM on Classification Tasks



TabPTM on Regression Tasks

distance

  Modify the meta representation as the concatenation of 
distance with neighbors as well as corresponding labels.

Meta-representation (for regression)

corresponding labels
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The idea could be extended to 

the regression scenario.

Prediction with meta-
representation



Experiments



Discussion and Conclusion
• Utilize meta-representations to reduce attribute heterogeneity and enable the 

pre-training of a joint model over tabular datasets.

• Explore how to make predictions based on the meta-representations, and the 
pre-trained TabPTM is capable of generalizing to unseen tabular datasets 
without additional training.

• Meta-representation is validated as an effective way for tabular classification 
and regression. TabPTM shows promising capabilities in generalizing to unseen 
datasets.

• A trade off between Specialized model and Generalized model.


