
Introduction
ØTask: Learn to generate dexterous grasping poses in cluttered scenes.
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Experiment
1. Simula+on

3. Representation of rotation

4. Scaling the training data

Main contribution
1. Large-scale Benchmark for dexterous grasping in cluttered scenes
  • 7500 synthetic training scenes composed with 60 GrsapNet-1Billion objects 
annotated with 426M dexterous grasp poses
  • 670 test scenes encompassing 1319 objects and varied cluttery

2. Method

3. We investigate the effect of scaling 
number of grasps / number of scenes 
used in training set, and find our model 
is surprisingly robust to low-data 
training, meanwhile scales better when 
the data scales up.

5. Real-world experiments
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ØMotivation:  
l Grasping in cluttered scenes remains highly challenging for 

dexterous hands due to the scarcity of data 
l Existing grasp pose detection methods are data-inefficient without 

utilization of local geometric features
l It is unclear how does scaling the dataset impact grasping 

generation performance  

①Input: single view scene point cloud  ②Predict per-point graspness
            ③sampled seed points                  ④generate grasps and select the best
⑤Our method generates diverse grasp poses in large scale with diverse scenes

• Redefine graspness as likelihood of a valid 
grasp exists near the point

4. We test our model in the real-world and achieve 90.7% success 
rate in decluttering very challenging scenes. With the help of point 
cloud restoration, our model can tackle scenarios with mixed diffuse-
and-transparent objects.

2. Ablation 

• Propose an end-to-end generative grasp 
prediction pipeline that first generates wrist 
6D pose via diffusion conditioned on local 
geometric feature, and regress hand joint 
poses conditioned on wrist pose

• We ablate among different representations 
of rotation and find the 9D Procrustes SVD 
works best with diffusion model.

•90.7% success rate in cluPered real scenes
•capable to work in scenarios where grippers fail

We empirically find 9D 
Procrustes SVD works 
best with our diffusion 
pipeline

Dense: 8-11 objects per scene
Loose: 1-2 objects per scene

Random: 1-10 objects per scene, 
obtained by randomly masking 
objects from Dense scenes

•graspness cone 
retargeted from 
palm center and 
midpoint of thumb-
middlefinger tip

Predicted graspness and best grasp

Videos 
available

• Initial hand pose 
retargeted from gripper


