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A IMPLEMENTATION DETAILS

A.1 BENCHMARKS WITH COMPOSITE DELAYED REWARD

In this work, we introduced a new problem setting, called composite delayed rewards, within the
suite of locomotion benchmark tasks in both the MuJoCo environment and the DeepMind Control
Suite. Our experiments were conducted using the OpenAI Gym platform (Brockman et al., 2016)
and the DeepMind Control Suite (Tassa et al., 2018), focusing on tasks with extended horizons
and a fixed maximum trajectory length of T = 1000. We utilized MuJoCo version 2.0 for our
simulations, which can be accessed at http://www.mujoco.org/. MuJoCo operates under
a commercial license, and we ensured full compliance with its licensing terms. Additionally, the
DeepMind Control Suite, distributed under the Apache License 2.0, was used in accordance with its
licensing requirements.

Experiments involving composite delayed rewards with varying delay steps (5, 25, 50, 100, 200, and
500) and different composite types (SumSquare, SquareSum, Max, and the traditional Sum) were
conducted to validate the effectiveness of the proposed method. In the Max experiment, the scaling
parameter β is set to 3. To evaluate its performance, commonly used delayed reward algorithms
were adapted to fit within the composite delayed reward framework, acting as baselines. In these
experiments, each segment with composite delayed rewards was treated as an independent trajectory,
and the modified algorithms were applied accordingly.

A.2 IMPLEMENTATION DETAILS AND HYPER-PARAMETER CONFIGURATION

In our experiments, the policy optimization module was implemented based on soft actor-critic
(SAC) (Haarnoja et al., 2018). We evaluated the performance of our proposed methods with the
same configuration of hyper-parameters in all environments. The back-end SAC followed the JaxRL
implementation (Kostrikov, 2021), which is available under the MIT License.

The proposed CoDeTr was built upon the GPT implementation in JAX (Frostig et al., 2018), avail-
able under the Apache License 2.0. Our experiments employed a Causal Transformer with three
layers and four self-attention heads, followed by an in-sequence bidirectional attention layer with
one self-attention head. For a comprehensive overview of the CoDeTr’s hyper-parameter settings,
please refer to Table 1.

For the baseline methods, the IRCR (Gangwani et al., 2020) method was implemented following the
descriptions provided in the original paper. Both the RRD (Ren et al., 2021) and LIRPG (Zheng
et al., 2018) methods are distributed under the MIT License. The code for HC (Han et al.,
2022) is available in the supplementary material at https://openreview.net/forum?id=
nsjkNB2oKsQ, while the code for RBT (Tang et al., 2024) can be found in the original paper.

To maintain consistency in the policy optimization process across all methods, each was subjected
to 1,000,000 training iterations. For the proposed method, a dataset of 10,000 time steps was first
gathered to pre-train the reward model. This model underwent 100 pre-training iterations, which
was deemed necessary to properly initialize the reward model before commencing the main policy
learning phase. After this warm-up period, the reward model was updated for 10 iterations following
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Table 1: Hyper-parameters of CoDeTr.

Hyper-parameter Value
Number of Causal Transformer layers 3

Number of in-sequence attention layers 1
Number of attention heads 4

Embedding dimension 256
Batch size 64

Dropout rate 0.1
Learning rate 0.00005

Optimizer AdamW (Loshchilov & Hutter, 2018)
Weight decay 0.0001
Warmup steps 100

Total gradient steps 10000

the addition of each new trajectory. Furthermore, to monitor performance systematically, evaluations
were conducted every 5,000 time steps. During prediction, the sequence length used for prediction
is set to H = 100. All computations were performed on NVIDIA GeForce A100 GPUs with 40GB
of memory, which were dedicated to both training and evaluation tasks.

A.3 DATA NORMALIZATION PROCEDURES

The normalization process for our data varies depending on the type of composite delayed reward.
Specifically:

• For SumSquare, the normalization is calculated as:∑
R̂co

T ·
∑

(rmax)2
.

• For SquareSum, the normalization is given by:∑
R̂co∑(

T
n · (rmax · n)2

) .
• For Max, the normalization is computed as:∑

R̂co∑
rmax

.

Here, R̂co represents the predicted composite delayed reward, T is the total number of time steps
in a trajectory, rmax is the maximum possible reward in the environment, and n is the number of
delayed steps in each segment.

In essence, the normalization process involves scaling
∑
Rco by the maximum achievable reward in

the given environment. This approach ensures that results from experiments with different delayed
steps are on the same scale, enabling meaningful comparisons across varying delayed steps and their
impact on the learning process.

B ALGORITHM

The training process involves alternating between updating the reward model and optimizing the
policy, which creates a continuous loop of mutual improvement. First, the agent collects trajectories
by interacting with the environment according to the current policy. These trajectories are then used
to train the CoDeTr, which learns to predict instance-level rewards and composite delayed rewards
for sequences. The training is done by minimizing the mean squared error (MSE) loss between
the predicted composite reward Rco(τ) and the observed composite delayed reward R̂co(τ). This
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Algorithm 1 Policy Optimization with CoDeTr
1: Initialize: replay buffer D, CoDeTr parameters ψ, and policy π.
2: while training is not complete do
3: Collect a trajectory T by interacting with the environment using the current policy π.
4: Store trajectory T with composite delayed reward information based on sequences

{(τ,Rco(τ))} in replay buffer D..
5: Sample batches from replay buffer D.
6: Compute the mean squared error loss (Rco(τ) − R̂co(τ))

2 for CoDeTr using the sampled
sequences from the replay buffer.

7: Update CoDeTr parameters ψ based on the computed loss.
8: Relabel instance-level rewards in replay buffer D using the updated CoDeTr.
9: Optimize policy π using the relabeled data with an off-the-shelf RL algorithm (e.g.,

SAC (Haarnoja et al., 2018)).
10: end while

loss function allows CoDeTr to accurately capture the relationships and dependencies within each
sequence, ensuring that both individual and sequence-level contributions are effectively represented.
Using the updated CoDeTr model, the rewards for state-action pairs in replay buffer are relabeled,
providing more accurate feedback for policy optimization. The updated rewards are used to further
refine the policy using reinforcement learning algorithms like SAC, enabling the agent to learn
effective strategies even in environments with delayed rewards. This iterative procedure enhances
both the reward model and the policy through each training cycle.

C ADDITIONAL RESULT

Table 2: Performance comparison across different settings, utilizing various delayed steps ranging
from 25 to 200 in the Ant-v2 environment, evaluated over 3 independent trials. The scores presented
are normalized to ensure comparability across different configurations. The methods that demon-
strated the best performance, along with those that were statistically comparable based on a paired
t-test at a significance level of 5%, are highlighted in boldface for emphasis.

Delayed Type SAC LIRPG HC IRCR RRD RBT CoDeTr(ours)

Sum 0.0004 −0.1759 0.0025 0.03364 0.3327 0.5699 0.5493
(0.0002) (0.0631) (0.0058) (0.0281) (0.2095) (0.0162) (0.0187)

SumSquare −0.0067 −0.0159 0.0198 −0.0617 0.0308 0.2821 0.3910
(0.0022) (0.0027) (0.0005) (0.0273) (0.0207) (0.0703) (0.0431)

SquareSum −0.0902 −0.0012 −0.0280 −0.1060 0.0575 0.0890 0.1992
(0.1031) (0.0001) (0.0275) (0.0303) (0.0173) (0.0240) (0.0110)

Max 0.04093 −0.1982 0.0108 −0.0093 0.2193 0.4669 0.5318
(0.0065) (0.0373) (0.0103) (0.0524) (0.0416) (0.1078) (0.0821)

In Table 2, the performance of different methods is compared across various composite delayed re-
ward types: Sum, SumSquare, SquareSum, and Max, on the Ant-v2 environment. Our proposed
method, CoDeTr, consistently performed well across all composite delayed reward configurations,
either achieving the best results or performing comparably to the top baseline methods. In particu-
lar, CoDeTr showed strong performance under different composite delayed reward settings, demon-
strating its ability to handle complex reward structures effectively. These results indicate that our
approach is robust and adaptable, providing high-quality performance across a range of composite
delayed reward scenarios.
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D DISCUSSION

Limitation. Our experimental results demonstrate that the proposed approach performs effectively
across various types of composite delayed rewards, showing notable improvements over baseline
methods. However, we also observed increasing difficulty in efficiently learning the policy as the
delay length grew longer. This challenge arises because longer delays weaken the temporal connec-
tion between specific actions and their resulting outcomes, increasing uncertainty when attempting
to determine which actions contributed to the observed reward. Consequently, the diminished ability
to effectively assign credit to individual actions complicates the policy training process, leading to
slower convergence and reduced overall performance in scenarios with extended delay lengths, as
evidenced in our experiments.

Future Direction. A key area for future work lies in addressing the challenges posed by longer
reward delays. Our experiments have shown that increasing the delay length significantly compli-
cates credit assignment to individual actions. To better capture long-range dependencies in such
settings, future research could focus on developing advanced temporal credit assignment methods,
such as improved attention mechanisms or memory-augmented neural networks. These techniques
may enhance the model’s ability to trace rewards back to responsible actions, even in situations with
extended delays.

Expanding the use of composite delayed rewards to broader application scenarios represents another
promising direction. Domains such as healthcare, autonomous vehicles, and industrial robotics often
involve delayed and complex feedback that makes instance-level rewards impractical. Investigating
how our proposed approach can generalize to these real-world applications would demonstrate its
practical utility and robustness. Moreover, such exploration could help identify potential modifica-
tions required to adapt the framework to specific challenges, such as safety and real-time require-
ments inherent in these domains.

In addition, integrating human-in-the-loop feedback with composite delayed rewards could signif-
icantly enhance the learning process. Human evaluators often assign feedback based on pivotal
events and use non-linear reasoning, which traditional reward models may fail to capture. Incor-
porating human feedback more directly, possibly through preference learning models aligned with
composite delayed rewards, could improve the agent’s ability to learn behaviors that align with hu-
man expectations. This approach would be particularly valuable in interactive environments where
understanding human intent is crucial for the agent’s success.
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