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Appendix

A Reward Definitions

A.1 Opening Rewards

The opening reward 7, is composed of the reward for opening the door to the target angle r,4 along
with rewards for manipulating the door handle denoted by 7,,. For pull doors, we additionally
include a reward for encouraging the robot to move its base and end-effector around the door panel
denoted by 7,4,. These rewards together compose the opening reward

To = 3Toq + Thm 0 < 30°
’ ? Thm + 0.5744, otherwise

When the door has been opened enough, set as 6 > 30°, 7p,, is set to its maximum value 7, as it
is no longer necessary for the policy to interact with the handle to open the door further. 74, is only
applied once the door has been opened enough.

The handle manipulation reward is composed of the following components

Thm = Tehd T T'th + Teho + O~5rhg + Tplg
All individual reward terms in 7, are defined as follows.

* renq (end-effector to handle): Minimizes the distance between the end-effector point e and the
handle point h:
Tend = exp(—|le —h]2)
* 7y, (turn handle): Rewards increasing the handle turning angle ¢:
Tth = (25/ Omax
where ¢ax 1S the maximum the handle can be turned.

* reno (end-effector grasp orientation): Rewards the end-effector for tracking a desired orientation
for grasping the handle.

where e, angular error between the end-effector orientation and the desired end-effector orienta-
tion.

* 754 (handle in end-effector grasp): Give a binary reward when the handle point h is within the
grasp zone G of the end-effector.

fls) fe—hjy <1
hg 0 otherwise

1 4(z) is the indicator function of value 1 if z € A and 0 otherwise. For the hook-end effector
used in this work, we defined the grasp zone G as the region along the opening of the hook. This
reward is only active when the end-effector point e is close enough to the handle (within 1 m).

* 714 (penalize lost grasp): Give a binary penalty when if the handle point h is in the grasp zone at
step t — 1 and leaves the grasp zone at t.

o f7le(h)(1 = 1g(hy)) fle—hlls <1
P90 otherwise
Similar to 71,4, rp14 is only active when the end-effector is close enough to the handle.

* 7,4 (open door to target angle): Rewards opening the door to the target opening angle

where 6 is the door hinge joint angle. This reward can also be used to train an opening only policy
that opens the door to 6. For training the opening and passing through policy @ is set to 75°.
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* 74dp (move around the door panel): This reward is only applied for pull doors.

Given zones Z; and Z, defined relative to the door panel as shown in Fig 4, 7,4, is computed
based on the locations of the base b and the end-effector e as

1 be Zl 1 ee€ Zl
Tadp = 2 beZ +{2 ecZ
0 otherwise 0 otherwise

A.2 Passing Rewards

* 7, (passing progress): Rewards the base velocity v for moving along the unit progress vector p

o = max | 1, 2 V8
b ”VBHmax

where || V3| max is the the max allowable commanded velocity of the locomotion controller.

A.3 Shaping Rewards

The shaping reward r, is defined as
7s = 0.3rma + 0.57ppt + Tpsa + 0.17p0; + 27

Individual terms of 7, are defined as:

* 7'me (Minimize arm motion): Rewards minimizing the arm joint velocities and accelerations
6
Tma = »_ exp(0.01¢7) + exp(0.00000147)
i=1
where ¢; and §; are the joint velocity and acceleration for the 7" arm joint respectively.

* pue (penalize base tilt): Penalizes large tilt of the robot base. The base tilt angle ¢ can be com-
puted from the projected gravity vector expressed in the robot base frame gp and expressed in the

world frame gy as follows
W = arccos | W 8B _
lgwllllgsl

Then 7,5; = —1if ) > 1, where 1) is a tilt threshold, and 0 otherwise. We set ¢} as 8°.

* Tpsq (penalize stretched arm): Penalize the arm from reaching out too far to prevent singular arm

configurations.
. [ lle=s|—(0.7—0.1)
Tpsa = —chp( 01 ,0,1

where e and s are the locations of the end-effector and shoulder joint.

* 7pc (penalize command out of limits): As the arm PD target and locomotion commands are
clipped within certain bounds we penalize the policy for commands that exceed these bounds.

9 _
Fper = — Y clip ("LU“ 0, 1)

i=1 ¢
where a;, a;, and o; corresponding to the action, action limit, and penalty ramp up speed for the
it" component of the policy’s output action. The action limits are discussed in Sec. 3.0.2.

* 7pc (penalize collisions): Penalizes robot collisions.

_ LAl >0
Tpe = g ({0 otherwise

where .y is the contact force on robot link (-) and C is the set of robot links where collisions are
penalized including the base, thighs, and arm.

12



381

382

383
384

385
386

387
388

389

390

391

392
393
394
395
396

397

398

399

400
401
402

403

404

405

407

B Domain Randomization Parameters

Figure 11: The initial robot location relative to the door is determined at the beginning of each
episode by sampling d,q;; and deenter-

The following randomizations are resampled for each new episode:

We generated door models with different dimensions dw
that are loaded into the simulation during initialization. dr \F'
The randomized door dimensions are shown in Fig. 12. T

Initial Base Location: Set relative to the doorway by the distances d,,q;; and deenter as shown in
Fig. 11. dyay and deenter are sampled uniformly from [1, 2] m and [—2, 2] m respectively.

Initial Base Yaw: We define a yaw of 0° as the robot facing forwards along the direction of the
doorway. The initial yaw is sampled uniformly from [—180, 180]°.

Initial Base Velocity: The initial base velocity components v, and v, are sampled uniformly from
[—0.5,0.5] m/s.

Door Panel Mass: Sampled uniformly from [15, 75] kg.
Door Hinge Resistance Torque: Sampled uniformly from [0, 30] Nm, set to 0 with probability 0.2.
Door Handle Resistance Torque: Sampled uniformly from [0, 3] Nm, set to 0 with probability 0.2.

Door Hinge Damping Torques: The hinge damping torque comprises of the air resistance given by
K3 62 and the door closer mechanism damping given by K, filcé. We sample K" uniformly from
[0, 4] Nms? For most doors, the door closer’s damping is tuned to prevent the door from closing
too quickly. To model this, we set K je to be some multiple « of the hinge resistance torque, where
« is sampled uniformly from [1.5, 3] s. The hinge damping torque is set to O with probability 0.4.

Maximum Handle Turning Angle: Sampled uniformly from [15, 90]°.
Arm Joint Proportional Gain: Sampled uniformly from [40, 60].
Arm Joint Damping Gain: Sampled uniformly from [3, 6].

hr
dy: Sampled uniformly from [0.8, 1.0] m. ho
dr: Sampled uniformly from [0.02, 0.06] m. ' @'
hz: Sampled uniformly from [0.08, 0.12] m. byt

hyr: Sampled uniformly from [0.7,1.3] m.

ho: Sampled uniformly from [0.03,0.12] m.

Figure 12: Randomized dimensions of the
door and handle.
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