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1 Overview of Supplementary Material

Due to the page limit in the submitted paper, we shall provide more detailed information on our
proposed benchmark dataset LIG-MM and the our proposed framework LLM-SE. The supplementary
material is organized as follows:

• Sec. 2: Dataset Accessibility and Documentation.

• Sec. 3: Program Example in LIG-MM.

• Sec. 4: Licenses.

• Sec. 5: Details of LLM-SE Framework.

• Sec. 6: Prompt Design for GPT

• Sec. 7: Related Work.

• Sec. 8: Discussion of Limitation, Social Impact, and Outlook.

2 Dataset Accessibility and Documentation

Dataset Documentation: We have documented our dataset for intended researchers as required.
The website of our benchmark dataset is available at the following link: https://anonymous.
4open.science/r/LIG-MM-NeurIPS24/, which includes the programs collected from various
sources, the format detail of examples and the code to reproduce the results in our experi-
ments. The link to download the models after fine-tuning is https://mega.nz/file/M9FEWCjD#
QkAQLu7UERPk4Xgb-Rer4U7lfKy7P3rdQeY_p-b8nhM.

Dataset Statistics: As we mentioned in our paper, the benchmark programs in existing papers mostly
contain numerical programs. To fill the lack of benchmarks for general loop invariant generation,
we propose LIG-MM, a loop invariant generation benchmark of memory manipulation programs.
Table 1 below shows the basics of the code in LIG-MM. Our programs come from four main sources:
course codes, competition codes, previous relevant work, and the actual system codes. The programs
are modified into a unified format for better usage. Multiple examples are shown in Sec. 3, and the
licenses of benchmarks can also be found in Sec. 4.

• Course codes. The course code is mainly derived from homework programs on the data structure
course and programming language course. The detailed course number and college name are
covered due to the anonymity of this paper. These programs contain the most diverse data
structures and multi-level pointer operations among the sources of our benchmark.
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and Benchmarks. Do not distribute.
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Table 1: Statistics of our proposed LIG-MM benchmark.

Concrete Resources Number of Programs Data Structure Types

Course codes Course homework programs 187 sll, dll, tree, hash-table
Competition codes SV-COMP [1, 2] 27 sll, dll, tree, hash-table
Previous benchmark SLING [3, 4] 15 sll, dll, tree
Real-world programs Linux Kernel [6] 23 sll, dll, hash-table
Real-world programs GlibC [5] 13 dll, hash-table
Real-world programs LiteOS [7] 12 dll
Real-world programs Zephyr [8] 35 sll, dll, hash-table
Overall - 312 sll, dll, tree, hash-table

• Competition codes. SV-COMP[1, 2] is a competition on software verification, which provides a
benchmark for verification tasks for comparing verification tools. Originating from competition,
this dataset encompasses various verification tasks, providing a comprehensive set of real-world
and synthetic examples for testing the effectiveness and efficiency of verification techniques. In
our LIG-MM, we select programs from the 2022 competition benchmark.

• Previous relevant work. SLING [3, 4] uses traditional dynamic analysis techniques to generate in-
variants. Other than loop invariants, SLING can also generate preconditions and post-conditions
for function. Therefore, not all their benchmarks include the inference of loop invariant or even
contain a loop (they use function calls to replace loops). After selection, we choose some of the
programs in its benchmark and turning them into a uniform code style.

• Real-world system codes. To make the data in LIG-MM closer to real-world software envi-
ronments, we decide to select more programs from several well-known software and systems.
Among them, GlibC [5] is the GNU implementation of the C standard library, providing essen-
tial functionalities for numerous applications. Additionally, we have incorporated programs
from the Linux Kernel [6], a widely used and highly-regarded operating system kernel that
serves as the foundation for countless devices and systems worldwide. To further enhance the
diversity of our dataset, we have included LiteOS [7], a lightweight operating system designed
for IoT devices, and Zephyr [8], another versatile operating system known for its applicability
in resource-constrained environments.

By integrating these varied sources, LIG-MM captures a broad spectrum of programming practices
and challenges and ensures that our benchmark is robust and representative of the complexities
encountered in multiple scenarios, such as real-world software development and verification. Unlike
the numerical program benchmark in previous works [9, 10, 11, 12, 13, 14], our benchmark does
not contain pure numerical procedures, all of our programs are related to at least one certain data
structure. The data structures we have selected include singly linked lists(sll), doubly linked lists(dll),
trees, and hash-tables. In addition, our benchmark includes the usage of multi-level pointers and
various pointer arithmetic.

Long-term Preservation and Maintenance: To ensure the longevity and relevance of our proposed
LIG-MM benchmark, we will maintain a dedicated public repository on GitHub, facilitating easy
access and version control. Regular updates will be made to incorporate new programs, improvements,
and community contributions. We encourage open-source dataset, benchmark and codes, inviting
researchers to contribute and review submissions to ensure quality. Comprehensive documentation
will guide users on structure, usage, and contributions. Engaging with the research community
through workshops and conferences will help gather feedback for continuous enhancement. Through
these measures, we aim to provide a sustainable resource for ongoing advancements in program
verification, loop invariant generation, and memory manipulation analysis.

Terms of Use and License: We have chosen the GPL-2.0 license for our benchmark dataset, and the
detailed license is clearly stated on our dataset website.
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Discussion of Personally Identifiable Information. As we mentioned before, the course code of our
benchmark is mainly derived from homework programs on the data structure course and programming
language course. The detailed course number and college name are covered to avoid the link of
privacy. Thus, we can confirm that our LIG-MM benchmark does not contain personally identifiable
information or offensive content.

3 Program Example in LIG-MM

3.1 Doubly Linked List Example

struct list_t {
struct list_t *prev;
struct list_t *next;

};

/*@ Let dlistrep(l, p) = l == 0 && emp ||
∃ t, data_at(field_addr(l, next), t) *

data_at(field_addr(l, prev), p) *
dlistrep(t, l)

*/

/*@ Let dlseg(x, xp, yp, y) = x == y && xp == yp && emp ||
∃ z, data_at(field_addr(x, next), z) *

data_at(field_addr(x, prev), xp) *
dlseg(z, x, yp, y)

*/

struct list_t *iter_back(struct list_t *l, struct list_t *head)
/*@ With l_prev

Require dlseg(head, 0, l_prev, l) * dlistrep(l, l_prev)
Ensure dlistrep(__return, 0)

*/
{

struct list_t *p;
if (l == 0) {

return head; //@ dlseg(head,0,l_prev,0) * dlistrep(0,l_prev)
}
else {

p = l; //@ l == p && dlseg(head, 0, l_prev, l) * dlistrep(l, l_prev)
while (p != head) {

p = p → prev;
}
return p;

}
}

This code is changed from function list_for_each_prev of GlibC. This code traverses the entire doubly
linked list along the prev pointer. Similar with singly linked list, we define dlistrep(x,y) to repre-
sent a doubly linked list that starts with x, where the prev of x is y (if x is not 0), dlseg(x,xp,yp,y)
to represent a segment of doubly linked lists that starts with x and end with yp, where the prev of x is
xp and the next of yp is y.

S0 : l == p && dlseg(head, 0, l_prev, l) * dlistrep(l, l_prev)
S1 : l != head &&

p == l_prev && p→next == l &&
dlseg(head,0,p→prev,p) * dlistrep(l,l_prev)

S2 : l != head && l_prev != head &&
p→next == l_prev && l_prev → next == l && l_prev → prev == p &&
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dlseg(head,0,p→prev,p) * dlistrep(l,l_prev)
S3 : ∃ p0, l != head && l_prev != head && p0 != head &&

p0→next == l_prev && l_prev → next == l &&
l_prev → prev == p0 && p0 → prev == p && p → next == p0 &&
dlseg(head,0,p→prev,p) * dlistrep(l,l_prev)

One valid loop invariant:
l == p && dlseg(head, 0, l_prev, l) * dlistrep(l, l_prev) ||
dlseg(head,0,p→prev,p) * dlseg(p→next,p,l_prev,l) * dlistrep(l,l_prev)

With symbolic execution, we can observe that p divides dlseg(head,0,l_prev,l) into two seg-
ments, so we can guess dlseg(head,0,p→prev,p) * dlseg(p→next,p,l_prev,l) and get
one valid loop invariant.

3.2 Singly Linked List with Multi-level Pointers Example

struct list {
struct list *tail;

};

/*@ Let listrep(l) = l == 0 && emp ||
∃ t, data_at(field_addr(l, tail), t) * listrep(t)

*/

/*@ Let lseg(x, y) = x == y && emp ||
∃ z, data_at(field_addr(x, tail), z) * lseg(z, y)

*/

/*@ Let listbox_rep(x) = ∃ p, *x == p && listrep(p) */

/*@ Let listbox_seg(x,y) = x == y && emp ||
∃ p, *x == p && listbox_seg(&(p→tail),y)

*/

struct list ** malloc_list(void)
/*@ Require emp

Ensure ∃ p, *__return == p && emp
*/

;

void free_list(struct list * * p2)
/*@ With p

Require *p2 == p && emp
Ensure emp

*/
;

struct list *iter(struct list *x)
/*@ Require listrep(x)

Ensure listrep(__return)
*/

{
struct list * * t, * * px;
px = malloc_list();
t = px;
* t = x;
/*@ t == px && *t == x && listrep(x) */
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while ( * t != (void *) 0) {
t = &(( *t) → tail);

}
x = * px;
free_list(px);
return x;

}

This code uses second-order pointers to traverse a singly linked list, and in addition to listrep and
lseg, we also introduce listbox_rep and listbox_seg to represent the corresponding second-
order pointer structure.

S0 : t == px && *t == x && listrep(x)
S1 : x != 0 &&

*px == x && *t == x → tail && listrep( *t )
S2 : ∃ p0, x != 0 && p0 != 0 &&

*px == x && x → tail == p0 && *t == p0 → tail && listrep( *t)
S3 : ∃ p0 p1, x != 0 && p0 != 0 && p1 != 0 &&

*px == x && x → tail == p0 && p0 → tail == p1 &&
*t == p1 → tail && listrep( *t)

One valid loop invariant:
listbox_seg(px, t) * listrep( *t)

With symbolic execution, we can observe that the two secondary pointers, px and t, point to a segment
of a singly linked list. so we can guess listbox_seg(px,t) and get one valid loop invariant.

3.3 Tree Example

struct tree {
int data;
struct tree * left;
struct tree * right;
struct tree * parent;

};

/*@
Let tree_rep(p, p_par) = p == 0 && emp ||

∃ p_lch p_rch,
data_at(field_addr(p, left), p_lch) *
data_at(field_addr(p, right), p_rch) *
data_at(field_addr(p, parent), p_par) *
tree_rep(p_lch, p) *
tree_rep(p_rch, p)

*/

/*@
Let ptree_rep(p, p_par, p_root, p_top) = p == p_root && p_par == p_top && emp ||

∃ ppar_rch ppar_par ,
data_at(field_addr(p_par, left), p) *
data_at(field_addr(p_par, right), ppar_rch) *
data_at(field_addr(p_par, parent), ppar_par) *
tree_rep(ppar_rch, p_par) *
ptree_rep(p_par, ppar_par, p_root, p_top) ||

∃ ppar_lch ppar_par ,
data_at(field_addr(p_par, left), ppar_lch) *
data_at(field_addr(p_par, right), p) *
data_at(field_addr(p_par, parent), ppar_par) *
tree_rep(ppar_lch, p_par) *
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ptree_rep(p_par, ppar_par, p_root, p_top)
*/

struct tree *Find_root(struct tree * x)
/*@ With fa root

Require x != 0 && tree_rep(x, fa) * ptree_rep(x, fa, root, 0)
Ensure tree_rep(__return , 0)

*/
{

while (x → parent)
x = x → parent;

return x;
}

This code traverses the tree from x to root along the parent pointer. We define tree_rep(x,fa)
to represent a tree with root x, where the parent of x is fa (if x is not 0). And we use
ptree(p, p_par, p_root, p_top) to represent a part of tree with a hole at p, which means that
tree_rep(p_root, p_top) = tree_rep(p, p_par) * ptree(p, p_par, p_root, p_top).

S0 : x != 0 && tree_rep(x, fa) * ptree_rep(x, fa, root, 0)
S1 : ∃ x0, x0 != 0 && fa != 0 &&

x == fa && tree_rep(x0,fa) * ptree_rep(x0,fa,root,0)
S2 : ∃ x0 x1, x0 != 0 && fa != 0 && x != 0 &&

fa → left == x0 && fa → right == x1 && fa → parent == x &&
tree_rep(x1,fa) * ptree_rep(fa,x,root,0) * tree_rep(x0,fa) ||

∃ x0 x1, x0 != 0 && fa != 0 && x != 0 &&
fa → right == x0 && fa → left == x1 && fa → parent == x &&
tree_rep(x1,fa) * ptree_rep(fa,x,root,0) * tree_rep(x0,fa)

One valid loop invariant:
x != 0 && tree_rep(x, fa) * ptree_rep(x, fa, root, 0) ||
∃ x0, x != 0 && tree_rep(x0, x) * ptree_rep(x0, x, root, 0)

Since S3 has 4 branches, we’ve omitted it here. But from S0 S1 S2 we can already find some patterns,
we can guess ∃ x0, x!= 0 && tree_rep(x0, x) and get one valid loop invariant.

4 Licenses

In the components of our LIG-MM, the programs derived from course homework are collected on our
own, and the other programs are selected from existing benchmarks. Here, we will list the sources
and licenses of the existing benchmarks used in our work.

• SLING [3, 4]. The official website of SLING is https://github.com/guolong-zheng/
sling, and we used the PLDI version of their benchmark listed in the repository. Currently,
there is no license on their website. In our work, we strictly follow their instructions, and
we believe there is no risk of infringement.

• SV-COMP [2]. The official website of SV-COMP is https://gitlab.com/sosy-lab/
benchmarking/sv-benchmarks/-/tree/main/c, and it follows the Apache-2.0 license.
The SPDX-FileCopyrightText is 2011-2013 Alexander von Rhein, University of Passau and
2011-2021 The SV-Benchmarks Community.

• Linux Kernel [6]. We use the programs from https://github.com/torvalds/linux/,
which collects the code of the Linux kernel. There are multiple licenses in this repository and
the programs we select all follow the GPL-2.0 license (https://github.com/torvalds/
linux/blob/master/LICENSES/preferred/GPL-2.0).
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• GlibC [5]. The official GitHub repository of GlibC is https://github.com/kraj/
glibc/blob/master/. The license of their code is GNU LESSER GENERAL PUB-
LIC LICENSE (LGPL) v2.1 https://github.com/kraj/glibc/tree/master?tab=
LGPL-2.1-2-ov-file.

• LiteOS [7]. The official website of LiteOS is https://gitee.com/openharmony/
kernel_liteos_m and their license is BSD 3-Clause License https://gitee.com/
openharmony/kernel_liteos_m/blob/master/LICENSE.

• Zephyr [8]. The official GitHub repository of Zephyr is https://github.com/
zephyrproject-rtos/zephyr, and it follows the Apache-2.0 license (https://github.
com/zephyrproject-rtos/zephyr/blob/main/LICENSE).

For our proposed LIG-MM benchmark dataset, we have chosen the GPL-2.0 license, and the detailed
license is clearly stated on our dataset website.

5 Details of LLM-SE framework

As mentioned in the submitted paper, our proposed LLM-SE combines large language models
and symbolic execution. Recall the overview in Sec.4 of the submitted paper, LLM-SE includes
two processes, the offline self-supervised training process and the online querying process. In the
following section, we shall introduce these two processes. We suggest the reader understand Sec.4 of
the submitted paper first before reading the following documents.

5.1 Offline Training with Self-supervised Learning

Our methodology relies on the usage of LLM, which is essential for solving the complex task of loop
invariant generation. In practice, LLM after pretraining on large corpora of text can be fine-tuned on
specific tasks and domains. We can leverage its powerful language understanding and generation
abilities in loop invariant generation. After extensive investigation and experiments, we choose one
pretrained LLM named CodeGen [15, 16] to propel our approach. It is tailored explicitly for code-
related tasks with various applications [17, 18, 19], endowed with a comprehensive understanding of
code structures, program semantics, and syntax. The unique prowess of CodeGen lies in its ability
to decode and generate code snippets by comprehending the intricacies of different programming
languages. Its robust capabilities allow us to delve into the task of loop invariant generation, presenting
a promising avenue for addressing the complexities inherent in this task.

After selecting the pretrained LLM, we need to fine-tune it on our task. However, a major challenge
is that we lack enough labeled data, i.e., programs with valid loop invariants. Without sufficient data
for fine-tuning, the LLM cannot fully demonstrate its potential. To overcome this challenge, we adopt
a self-supervised learning approach to generate abundant labeled data for fine-tuning our LLM. By
formulating auxiliary tasks within the self-supervised framework, we generate rich synthetic data
by employing a split-and-reassembly technique based on data structure definitions. Such a strategy
allows us to produce ample training data, which is essential for fine-tuning LLM in the absence of
labeled data, and thus addresses the challenge of data scarcity.

The detailed process of our self-supervised learning paradigm is shown in Figure 1. In this figure, we
examine the "splitter" module of Figure 3 of the submitted paper , as the part enclosed by the green
dash line. Given the data structures defined by the users, every time we sample one predicate from the
data structures, e.g. lseg. Then, we check its definitions given by the users shown in the purple box:

lseg(x,y) = x == y && emp || ∃ z, x→tail == z * lseg(z,y)

We can see that there are two branches in its definition, one for the empty case and the other one
for the non-empty case. We find that multi-branch definition is very common in data structures.
Therefore, we decide to split the predicate and let the LLM try to reassemble it. This predicate
recovery task is the auxiliary task designed for fine-tuning the LLM. Back to the purple box in the
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Figure 1: Our self-supervised learning paradigm for fine-tuning LLM. To solve the data scarcity
issue, we design an auxiliary task called predicate recovery. We split the data structure completely
based on its definitions, further process them from unfolded expressions to synthetic separation logic
assertions, and let the LLM try to recover the original separating conjunct. Moreover, we apply
multiple data augmentation and mix up strategies to refine the synthetic assertions to mimic the real
ones, making the auxiliary task more challenging.

figure, we begin to recursively split lseg(x,y) based on these two branches, shown as the expanding
arrows with "Definition 1" and "Definition 2". We noticed that the expressions after "Definition 1"
expansion lead to an end of further expansions, as the predicate lseg itself has been eliminated. We
mark these expressions with red boxes and the others with blue boxes. For the expressions in blue
boxes, we can further expand them based on these two branches recursively. Repeatedly, we can
acquire an expansion tree as shown in the figure.

After splitting the predicate, we select the expressions in the red boxes, the terminating nodes of the
expansion tree for further usage. Then, we further process them to remove the redundant temporal
variables. For example, the temporal variable __2 in the bottom red plays no significant role and
can be directly replaced by program variable y. After the processing, we can obtain the synthetic
unfolded expressions, as shown in the grey box at the left bottom corner of the figure. In this way, we
successfully split the predicate into a set of unfolded expressions. We define this process as Gen0(C),
such as the example in the figure:

Gen0(lseg(x, y)) = [U0, U1, U2, ...]

Admittedly, there is still a gap between the generated unfolded expressions [U0,U1,U2,...] and the
real separation logic assertions, where the real assertions may contain other separating conjuncts or
pure proposition. To address this issue, we further employ two techniques in self-supervised learning:
data augmentation and mix up. Data augmentation [20, 21] involves modifying the data by applying
various transformations, such as rotation, scaling, or flipping, creating augmented versions of the
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original data. These altered examples offer a more diverse range of inputs for the model, helping
it to generalize to unseen data. Mix up [22, 23], on the other hand, is a regularization technique
that blends samples in the dataset, combining two examples by interpolating their features and
labels. By averaging two data samples, mix up encourages smoother decision boundaries, mitigating
overfitting and enhancing the ability to learn from diverse data. Both data augmentation and mix up
are instrumental in increasing the diversity and variability within the data, thereby boost the capacity
to handle real-world scenarios. Next, we shall introduce how we adapt data augmentation and mix up
in our work.

Data augmentation. Based on the generated unfolded expressions [U0,U1,U2,...], we try to
augment them by adding more terms. Referring to Figure 1, we can see there are two right arrows
from the purple box. They indicate that we derive noise terms and taboo terms based on the definition
of the predicate. Taking lseg(x,y) for an example: based on its definition, we know it is an
manipulation of single list and contains operations to its tail field. Therefore, the possible noise
terms to add for this separating conjunct are:

{}=={}, {}!={}, listrep({}), {}→tail=={}, listrep(y), y→tail=={}

where {} could be program variables, temporal variables, or even NULL. Since the definition of
lseg(x,y) already includes the memory address operation of x, more description to this memory is
not allowed. Therefore, x→tail={}, listrep(x) are regarded as the taboo terms of lseg(x,y).
After specifying the noise terms and taboo terms, we can randomly add more terms to the origi-
nal separation expressions based on a set of certain probabilities, and we defined this process as
Gen1(C) = augment(Gen0(C)), for example:

Gen1(lseg(x, y)) = augment(Gen0(lseg(x, y)) = augment([U0, U1, U2, ...])
= [U0 && y != 0 && ..., U1 && y→tail==0 && ..., U2 && listrep(y) && ..., ...]

Mix up. To further enhance the quality, we design a two-stage mix up strategy. Suppose we have split
the predicates A, B, and obtain their unfolded expressions [A0,A1,A2,...], [B0,B1,B2,...]. We
have two ways to mix up their predicates and expressions. In the first way, we mix their predicates as
A*B. The corresponding expressions shall become [A0*B0,A1*B1,A2*B2,...]. It can mimic the
situation that the loop invariant contains multiple predicates. In the second way, we combine their
predicates A||B. The combined expressions will be [A0||B0,A1||B1,A2||B2,...]. It is very
common for loop invariants to contain multiple terms separated by ||, especially for programs in the
real world. Our two-stage mix up is conducted recursively with a certain probability, which results
in a diverse and changeable combination of expressions. We define the aforementioned process as
Gen2(C), where C is composed of one or multiple separating conjuncts.

Gen2(C) = Gen1(C) if C is a single conjunct,
Gen2(A) * Gen2(B) if C = A * B,
Gen2(A) || Gen2(B) if C = A || B

In the end, we can obtain a batch of synthetic separation logic assertions more close to real assertions,
which can be used to create the predicate recovery task. In this auxiliary task, the synthetic separation
logic assertions are regarded as input and the original separating conjunct is regarded as output or the
label. As this whole process is fully automated, we can easily generate rich labeled data and fine-tune
our LLM with this auxiliary task.

5.2 Online Querying with Interactive System

Following the offline training, we obtain a LLM that is capable of inferring the separating conjuncts
given the assertions. Building on this LLM and the conventional techniques of symbolic execution
and entailment solver, we devise an interactive framework that can generate loop invariants online
by multiple interactions. In this section, we present the loop invariant generation process for the
single-layer loop case, and then demonstrate how to generalize it to the multi-layer loop case.
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Algorithm 1: Single_loop_inv_gen
Data: Pre : precondition

e : an expression of loop condition
body : a loop-free program fragment

Result: inv : loop invariant for program c = while (e) {body}
1 I[0] = Pre
2 for i : 0 → MAX_NUM - 1 do
3 I[i+1] = Symbolic(true_condition(I[i],e), body)
4 end
5 invs = Infer_invs(I)
6 inv = Pick_invs(I,invs)
7 inv_post = Symbolic(true_condition(inv,e), body)
8 if entailment_solver(inv, Pre) && entailment_solver(inv, inv_post) then
9 return inv

10 end
11 else
12 exit("LLM Inference Fail")
13 end

5.2.1 Basic Interaction of Single Loop

When focusing on single loop programs, we assume that the loop is not preceded or followed by any
statements. We take the loop condition e, the loop body body and the loop precondition Pre as input,
as shown in Algorithm 1. We perform a number of symbolic executions and obtain the postcondition
array I for executing the loop body 0 ∼ MAX_NUM times. The function true_condition
computes the postcondition of the precondition when the loop condition e holds, ensuring that the
loop body can be entered. We then obtain the loop invariant inferences invs from LLM using the
function Infer_invs. Then, we will obtain a simplified invariant assertion inv by the function
Pick_invs based on the calculated postcondition sequence I and the returned invariant sequence
invs. Finally, we verify the correctness of the loop invariant by entailment_solver via our
entailment solver. If the loop invariant is correct, we return it.

The key point of the algorithm introduced above is to obtain enough information by multiple symbolic
executions and output invariants according to the calculated postconditions. The former has already
been mentioned before, while the latter relies on the interaction between our LLM and traditional
tools. In each round of interaction, we partition the assertion set I into two subsets succ_I and
fail_I based on the separating conjunct sep inferred by the well-trained LLM. The subset succ_I
consists of the assertions that are successfully replaced by sep, while the subset fail_I comprises
the assertions that are not successfully replaced.

∀ i ∈ succ_I, i ⊢ sep * True
∀ i ∈ fail_I, i ⊬ sep * True

Subsequently, we apply repeated operations on the two subsets succ_I and fail_I , and eventually
obtain the two invariant results inv_1 and inv_2, which are combined as the solution for I. If the
assertions in the set I are deemed to be similar assertions, we directly return the new assertion that is
derived from the similar assertions as the solution.

Taking list reverse program as an example, we assume that I=[S0,S1,S2,S3], and sup-
pose that LLM returns lseg(w,p) in the first round of interaction. At this point, we have
succ_I = [S1’,S2’,S3’] and fail_I = [S0].

S1’ : v == t && p → tail == 0 && lseg(w,p) * listrep(v)
S2’ : v == t && p → tail == 0 && lseg(w,p) * listrep(v)
S3’ : v == t && p → tail == 0 && lseg(w,p) * listrep(v)

inv_1 : p → tail == 0 && lseg(w,p) * listrep(v)

Then we perform the second round of interaction on succ_I and fail_I separately. In the recursive
process of succ_I, we find that S1’, S2’ and S3’ are similar assertions, so we return inv_1. In the
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Algorithm 2: Infer_invs
Data: I: list of calculated postcondition
Result: inv : invariant inferred from I

1 if I == [] then
2 return ""
3 end
4 else
5 if Similar(I) then
6 return Similar_extract(I)
7 end
8 else
9 sep = use_llm(model, I)

10 succ_I, fail_I = use_solver(I, sep)
11 inv_1 = Infer_invs(succ_I)
12 inv_2 = Infer_invs(fail_I)
13 inv = inv_1 || inv_2
14 return inv
15 end
16 end

recursive process of fail_I, we find that there is only S0 in the set, so we directly return inv_2 : S0.
Therefore, the final answer is p → tail == 0 && lseg(w,p) * listrep(v) || S0.

Algorithm 2 implement the above interaction process. We denote the separating conjunct inference
function by use_llm(model,I), which returns the inferred separating conjunct under the given
LLM model and the separation logic assertion set I. The conjunct updating function is use_solver,
and we classify the assertions according to the results of the entailment solver. Note that we use
the Similar and Similar_extract function in the termination condition judgment. The succ_I
of the list reverse program above is a typical example. We can directly find that they are the same
assertion after performing the string substitution algorithm. If Algorithm 1 fails to find a valid loop
invariant, we will mask the current output of LLM and retry it.

For generating the final loop invariant, we can use the disjunction of all assertions as we did in last
case, but this way may not be concise. We hope to select the smallest set of assertions that can cover
all cases from them (here we use a disjunction of assertion as a set of assertions to select), so we
propose a Pick Algorithm to solve this problem. Our Pick Algorithm addresses the fundamental
problem of selecting a minimal set of assertions that covers all the assertions. We formulate the
problem as a SAT problem for convenience. We associate each assertion with two points, namely the
Cover Point that indicates the coverage of the assertion and the Pick Point that indicates the selection
of the assertion. We construct relevant clauses based on assertion derivation. We compute the set
of assertions Si that can be entailed by each assertion Ai, that is, Ai implies each element Aj ∈ Si,
where Ai is included in Si. We then construct a clause: Ci →

∨
Pj , indicating that any assertion in

Si can cover Ai if selected. Hence, our final solution is the set of assertions with Pi being true under
the satisfiability of

∧
Ci.

5.2.2 Extension to Multi Loop Scenario

In this section, we discuss how to extend our algorithm for single loop programs to the general multi
loop case. Before, we assume that the single loop program consists of only one loop statement, and
that there are no statements before or after the loop. To handle statements before or after the loop,
we simply need to compute the loop body precondition from the program precondition, which is a
straightforward step that we omit here. For the case of multiple loops, we focus on nested loops,
which are loops that contain other loops inside their body. The case of sequential loops, which are
loops that follow each other, can be easily handled by applying the algorithm for single loop programs
repeatedly.
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Algorithm 3: Multi_loop_inv_gen
Data: Pre : precondition

e : an expression of loop condition
body : a program fragment

Result: inv : loop invariant for the outer loop
1 I[0] = Pre
2 if loop-free body then
3 return Single_loop_inv_gen(I[0],e,body)
4 end
5 else
6 (c_before, inner_e, inner_body,c_after) = Split_program(body)
7 for i : 0 → MAX_NUM - 1 do
8 inner_pre = Symbolic(true_condition(I[i],inner_e),c_before)
9 inner_inv = Multi_loop_inv_gen(inner_pre,inner_e,inner_body)

10 I[i+1] = Symbolic(false_condition(inner_inv,inner_e), c_after)
11 end
12 invs = Infer_invs(I)
13 inv = Pick_invs(I,invs)
14 inv_post = Symbolic(true_condition(inv,e), body)
15 if entailment_solver(inv, Pre) && entailment_solver(inv, inv_post) then
16 return inv
17 end
18 else
19 exit("LLM Inference Fail")
20 end
21 end

The biggest difficulty in our implementation is to find the strongest postcondition of the outer loop
executing a single iteration. Since we do not know the loop invariant of the inner loop, we need to
first find the loop invariant inner_inv of the inner loop under the current precondition S0 of the
outer loop, and this is a smaller sub-problem. Once we find inner_inv, we can perform symbolic
execution from S0 to get S1. Similarly we can find S2, S3 and so on, then we can manage to generate
the loop invariant of the outer loop. Finally, we only need to infer the loop invariant of the inner loop
based on the loop invariant of the outer loop, and then we have completed the generation of all loop
invariants of the entire program.

We present the specific algorithm implementation in Algorithm 3. The input parameters are similar
to Algorithm 1, the only difference is that the loop body of Algorithm 3 can contain other loops. If
body does not involve any other loop statements, we invoke Algorithm 1 directly. Otherwise, we
will apply the Split_program function to decompose it into four components: the inner-pre-loop
statement c_before, the inner loop condition inner_e, the inner loop body inner_body and the
inner-post-loop statement c_after. We compute the pre-loop condition inner_pre by symbolically
executing inner_e. By recursive calling, we can obtain the inner_inv for inner loop under the
precondition inner_pre, which allows us to determine the exit condition of the inner loop. Here we
use false_condition to computes the postcondition of the precondition when the loop condition e
does not hold. Based on this, we can calculate the strongest postcondition for continuing to execute
c_after, which is completing one iteration of body from I[i]. The remaining work is similar to
Algorithm 1, and we will not go into details here.

12



6 Prompt Design for GPT

6.1 Prompt Text for GPT-4

When using GPT-4 as the baseline in our experiments, we write a common prompt text, which we
add before each program of our benchmark. The prompt text is given as follows, and the examples of
predicate definitions and programs can be found in the previous section (Sec. 3).

You will receive a program, and please fill out the ’INFILL’ parts with
suitable loop invariants.

Please only output loop invariants and no more text is needed.
You may use the defined predicates below and the data_at operation in your

invariants.
(Note: data_at operation is an atomic operation, data_at(x, v) denotes that

the memory location x contains the value v.)
Definitions:
1. xxx
2. xxx
xxx
Program:
xxx

7 Related Work

Traditional approaches for program invariant generation rely on program synthesis and analyze.
LoopInvGen is a data-driven tool that generates provably sufficient loop invariants for program
verification [24]. It transforms the loop invariant inference problem into a sequence of precondition
inference problems, and solves them using a precondition inference engine (PIE [25]), which employs
a program synthesis technique to learn features in a focused manner. Llinva [26] implemented an
algorithm that automatically generates loop invariants using Why3 [27] and GPID [28]. It generates
verification conditions using Why3, and strengthens the expressions in the verification conditions
using GPID and abduction techniques. Then, it passes them to an SMT solver to check their validity,
and repeats this process until it obtains the loop invariants. By analysis the execution process for some
test inputs, SLING [3] can automatically generate precondition, post-condition and loop invariants
without other messages. But SLING only infers shape properties using inductive predicates and pure
equality. These properties have strict patterns and they do not consider general disjunctive invariants
or numerical relations. Crucially, it is very dependent on the sample inputs. It need smart test-input
generation techniques to keep the correctness and efficiency. [29] adapts a different technique, which
generates loop code from the loop invariants to learn specified algebraic relations among their terms,
instead of others generating invariants from the loop body.

Thanks to the rapid development of machine learning, several learning-based approaches have been
has been increasingly studied. ICE-DT [30] utilizes decision trees over manually designed features,
and intuitively uses one learner and one teacher for predicting invariants. CODE2INV [11] uses
reinforcement learning (RL) with graph neural networks to train the agent for generating candidate
loop invariants following the syntax and semantic. With the help of RL, they do not need labeled
data with expert knowledge, while utilizes Z3 [31] to provide reward for training. Though it can
outperform LOOPINVGEN and ICE-DT, the main drawback of using RL is that they need to
directly train their agents on the evaluation sets with numerous trials and errors, which could lead to
inefficiency. Following CODE2INV, several works have been proposed to improve it. [32] combines
RL with an heuristic method called nondeterministic strategies, where RL is trained to guide the
searching direction of the heuristic method. [33] expands CODE2INV on non-linear loop invariants
via well-trained gated continuous logic networks, which improve the performance of CODE2INV
significantly. CLN2INV [34] replace the graph neural networks used in CODE2INV to continuous
logic networks and introduce a SMT-based tool to make it possible to generate loop invariants for
real-world programs. [35] proposes to automatically construct inductive loop invariants for loop
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structures consisting of multiple paths inside, which generates loop invariants between forward and
backward reachability of the loop. However, existing machine learning based methods for loop
invariant generation can only handle numerical programs with scalar variables, which limits their
usage since programs in the real world often include data structures and memory operations.

Recently, large language models (LLM) have emerged as a transformative force in the field of
machine learning, particularly when applied to code-related tasks [15, 16, 36]. The advent of models
such as BERT (Bidirectional Encoder Representations from Transformers [37]) and GPT (Generative
Pretrained Transformers [38]) has signified a turning point in the way we approach natural language
understanding and generation. These models are pretrained on vast corpora of text, such as Wikipedia,
books, and news articles. By learning from these diverse sources, LLM acquire a deep understanding
of natural language, including its structure, context, and semantics. They use a special architecture
called Transformer, which consists of multiple layers of self-attention and feed-forward layers. The
Transformer architecture enables LLM to capture long-range dependencies and complex patterns
during pre-training. After pretraining on large corpora of text, LLM can be fine-tuned on specific
tasks and domains, such as text generation, classification, and summarization. By using LLM, we
can leverage their powerful language understanding and generation abilities. This recent surge in
LLM development has inspired a fresh wave of research in code-related tasks, ranging from code
summarization, code completion, and code-to-code translation.

In our work to explore loop invariant generation, we draw upon the impressive strides made in LLM’s
ability to process and generate logic assertions, as these models promise to transcend the challenges
posed by complex program semantics and syntax. The synergy between LLM and code-related tasks
presents an exciting avenue for our proposed approach in this paper. Several recent work [14, 12, 13]
also try to utilize LLM to solve the invariant generation task. One possible paradigm is to use
traditional solvers such as Daikon [39] to generate valid invariants for the programs in the dataset,
and regard the generated invariants as labels for training. In other words, they regard traditional
solvers as the oracle and use LLM to approximate it. This approach has a major drawback that the
LLM trained by traditional solver can hardly outperform the solver under the same conditions. In
contrast, our self-supervised learning approaches LLM-SE do not have this limitation.

To the best of our knowledge, existing machine learning-based methods are restricted to verifying
programs’ numerical properties, neglecting shape analysis and memory safety verification for real-
world programs with diverse data structures and memory manipulation. Therefore, we consider it
necessary to propose a new benchmark to cover the programs with memory manipulation, as the
LIG-MM benchmark proposed in our work.

8 Discussion of Limitation, Social Impact, and Outlook

While our work represents a significant advancement in the field of loop invariant generation, it
is not without its limitations. Firstly, although our proposed LLM-SE framework demonstrates
strong performance on various benchmarks, its pass rate is not yet sufficient for seamless integration
into all real-world software applications. The reliance on the accuracy and comprehensiveness of
separation logic predicates means that any gaps in these definitions can potentially limit the model’s
effectiveness. Moreover, while our method is designed to generalize across various data structures
and multi-loop scenarios, specific edge cases and complex data manipulations remain that may not be
fully addressed. The computational overhead associated with symbolic execution and the interactive
querying process may also pose challenges for scaling up to very large and complex software systems.

As for the social impacts. On the positive side, enhancing the ability to verify and validate software
automatically can lead to more reliable and secure systems. This is particularly crucial in domains
such as healthcare, finance, and automotive industries, where software correctness can directly and
significantly impact safety and security. By reducing the need for extensive manual intervention
in the verification process, our approach can also democratize access to high-assurance software
development, enabling smaller teams and organizations to build reliable systems without requiring
deep expertise in formal methods. However, there are also potential negative implications to consider.
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The automation of verification tasks may lead to job displacement for some roles traditionally involved
in software testing and verification. Additionally, as with any AI-driven technology, there is a risk of
over-reliance on automated tools, which may result in a false sense of security if the tools are not
used properly or if their limitations are not fully understood. Ensuring transparency in how these
tools work and maintaining human oversight in critical decision-making processes will be essential
to mitigate these risks.

Looking ahead, several promising directions for future research and development exist. One key area
is enhancing our LLM-SE framework to further improve its accuracy and applicability. This could
involve refining the self-supervised learning paradigm, exploring more sophisticated symbolic execu-
tion techniques, and developing more comprehensive sets of separation logic predicates. Additionally,
integrating our approach with other program analysis tools and methodologies could provide a more
holistic solution for software verification.

Expanding the scope of our benchmarks to include an even wider range of real-world software systems
will also be important for validating and improving the robustness of our methods. Collaboration with
industry partners could facilitate access to more diverse datasets and real-world use cases, driving
further innovation and practical impact.

Finally, fostering a community of researchers and practitioners around loop invariant generation and
related areas will be crucial for sustaining progress. By sharing our findings, tools, and datasets
openly, we aim to contribute to the collective knowledge and capabilities of the field, encouraging
further exploration and refinement of automated software verification techniques.

In summary, while our work marks a significant step forward, it also opens up numerous opportunities
for future research and development. By addressing the current limitations, understanding the broader
social impacts, and continuing to innovate, we can move closer to realizing the full potential of
automated loop invariant generation in creating reliable, secure, and high-assurance software systems.
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