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1. Introduction
One of the most popular and efficient methods

of quantum chemistry is density functional theory
(DFT), the key parameter of which is the exchange-
correlation (XC) functional, which determines the
electron-electron interaction. Almost all density
functionals approximations (DFA’s) are local, which
leads to a lack of proper accounting for electron
correlation, while accounting for nonlocal correla-
tion requires significantly more resources. Differ-
ent designs of neural network (NN) approximation
of XC energy have been proposed [1, 2, 3, 4]. Up to
this point, most work in the field of NN DFA has fo-
cused on feature engineering in framework of local
functional [5, 4] when global architectures [6, 7] suf-
fer from non self-consistent behavior that limits it’s
practical application. In this paper, we investigate a
new architecture for this problem and show that it
is possible to efficiently account for nonlocal inter-
actions by applying the modified transformer archi-
tecture directly to an electron density grid.

2. Methods
Most of DFT simulations perform self-consistent

calculation of the total potential energy of system:

Etot = Eext + EJ + Exc, (1)

Where Etot is calculated from Eext - the energy due
to the external potential, Coulumb energy EJ and
exchange-correlation energy Exc
The challenge in DFT lies in approximatingExc[ρ]

since its exact form is unknown. The continuos need
in more precise DFA’s led to their evolution from
local approximation to generalized gradient and to
meta-generalized global Hartree-Fock exchange cor-
rection. It has been shown that non-local function-
als provide remarkably more accurate results espe-
cially for long-range interactions, such as Van-der-
Waals complexes [8].
The functional we present in this study is a hybrid

[9] functional, which means that it contains a part
of "exact" Hartree-Fock (HF) exchange energy. Total
exchange-correlation energy can be written as:

Exc =

∫
exc[ρ(r),∇ρ(r), ...]ρ(r)dr+ αEHF

x , (2)

where ρ(r) is electrondensity, exc(r) is XCenergyper
particle in point r, EHF

x is Hartree-Fock exchange
energy, coefficient of HF exchange energy α.

2.1 Deep-learning DFA
The entire architecture of our DFA by NN consists

of three components: encoder, distance-weighted
self-attention (the idea of which is illustrated in the
Fig.1) and decoder. Encoder and decoder are com-
posed from three fully connected layers with resid-
ual connections and SoftPlus activation. The en-
coder’s role consist in mapping the local features of
electron density x(r) (that will be described in next
section), at each point into a vector of higher dimen-
sionality, which is fed to the attention mechanism
as input. The distance-weighted self-attention block
employs the following formula:

ai(qi,K,V,Di) = [Di ⊙ SoftMax(
qiK

T

t
)]V (3)

where ai is attention vector for i point of electron
density depending on query vector qi of point, keys
and values matrices K and V containing informa-
tion of all points, SoftMax temperature t. It inputs
the sequence of grid points with embeddings con-
structed by the encoder, the only difference from the
original attention mechanism [10] is the considera-
tion of spatial distances between the points on the
grid. To do this, attention weights are scaled by Di

is a vector of distance-dependent weights, Dij =
f(dij), where dij is distance between points i, j.
Decoder projects the nonlocal embedding of elec-
tron density into the exchange-correlation energy
per particle (exc from eq.2).

Fig. 1: Scheme of XC functional based on attention
mechanism.

In order to speed up the computations the atten-
tion is computed for electron density near each atom
separately with some hyperparameterRattn defining
the radius around the atomwithinwhich attention is
computed, after that the result is normalized by the
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number of atoms that influence current point and fi-
nally mapped onto a single grid.
In the proposed version of our functional we use

pre-processing and post-processing of NN’s inputs
and outputs to account for physical constraints, HF
exchange coefficient α of 0.25 (non-empirical esti-
mation used in hybrid PBE0 functional [11]) and the
distance dependence in Attention block expressed
in exponential form: f(d) = e−0.5d3

, providing a
smooth lowering of the impact from more distant
points, Rattn of 2.3 Bohr chosen empirically close to
the length of a typical covalent bond in our dataset.

2.2 Features of electron density
We use the next electron density descriptors:

reduced density gradient s(r) = |∇ρ(r)|
ρ(r)4/3

, spin-

polarization ζ(r) = ρ↓(r)−ρ↑(r)
ρ(r) and kinetic energy-

density τσ(r) = 1
2

∑occup
i |∇Ψσ

i (r)|2 depending on
molecular orbitalsΨσ

i (r) in spin channels σ ∈ (↑, ↓).
Then we apply preprocessing and logarithmic

scaling of electron density features to construct in-
put vector x(r)which is described in Appendix "NN’s
inputs". This helps to balance the input values and
ensures themodel independence of the swapping of
spin channels σ.

2.3 Post-processing of NN’s outputs
For a more convenient implementation of con-

straints we divide output of neural network into two
parts: h1(r) and h2(r). Exchange-correlation energy
per particle from the eq. 2 sums up both factors
exc(r) = fσ(r) + fβ(r).
First output h1 parametrizes formula ensuring it’s

correct asymptotic behavior in the case of the uni-
formly spin-polarized electron gas [12] by construc-
tion.

fσ(r) = h1(r)e
LDA
X (r)

1

2
[(1 + ζ(r)4/3) + (1− ζ(r)4/3)]

eLDAX (r) = −3

4
(
3

π
)1/3ρ(r)1/3

The secondNN’s outputh2(r) strongly depends on
attention weights and accounts for non-local inter-
actions, β is the constant inspired by the VV10 [13]
functional construction and has a value of 0.03 Eh

(hartree energy units) that was selected empirically.

fβ(r) = β − h2(r)ρ(r)
1/6 (4)

2.4 Data and training details
Training data represented in energies of chemi-

cal reactions, therefore we used least-squares train-
ing objective L between reference reaction energy
∆ERef and reaction energy calculated by the neu-
ral network where νi is a stoichiometric coefficient
(with negative values for reagents) of substance (S)
in reaction (r) from the training dataset.

L =
1

N

N∑
r

(

S∑
i

Etot
i νi,r −∆Er,Ref)

2 (5)

We constructed training dataset from the accu-
rate reaction energies and correspondingmolecular
electron densities. For this purpose, we combined
next datasets: G3, W4-17, S66x8 and G21EA, G21IP,
MB-165, BH76 from the GMTKN database [14]. G3,
G21EAandG21IP includeback-corrected experimen-
tal energy differences, whenW4-17 [15], BH76, S66x8,
MB-165 contain reaction energies calculated using
high-level wave function theory methods. Molecu-
lar electron densities of all systems were calculated
using PySCF [16] unrestricted Kohn-Sham DFT with
the PBE0 functional and def2-QZVPD basis set.
We trained themodel for 1000 epochs, for first 150

epochs we used batch size of 16 and learning rate of
3 · 10−4 , then we reduced them to 8 and 3 · 10−5,
respectively.

2.5 Results
We report the functional employing distance

weighted self-attention mechanism allows self-
consistent calculations and achieves high precision
on a various benchmarks not represented in the
training sample. Table 1 shows the mean abso-
lute deviation in reaction energy in kcal/mol on
test benchmarks for our "Attentive Density" (AD)
functional and several classic empirical (B3LYP,
M06-2X) and non-empirical (SCAN) XC functionals.
Calculations were carried out with def2-TZVP basis
set.

Table 1: Benchmark results.

AD B3LYP SCAN M06-
2X

BHPERI 0.76 4.15 4.82 1.44
PX13 1.76 10.45 6.58 5.12
BHDIV10 2.23 4.36 7.54 0.89
BSR36 3.31 11.24 11.72 3.25
WCPT18 1.71 2.11 8.05 2.48
Average 1.91 5.74 7.79 2.61

3. Conclusion
We have presented a novel approach to incor-

porate nonlocalities into density functional theory
through the distance-weighted self-attention mech-
anism. By leveraging a modified transformer archi-
tecture, we have demonstrated that it is feasible to
efficiently capture the complexities of electron inter-
actions across a broader spatial range while main-
taining computational efficiency. Our hybrid func-
tional effectively combines the strengths of both lo-
cal and nonlocal approximations, enablingmore ac-
curate modeling of chemical systems.
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Appendix A. NN’s inputs

The input vector x(r) is composed from electron
density features according to the following formu-
las:

x1(r) = log ρ(r)1/3

x2(r) = log(
1

2
[(1 + ζ(r)4/3) + (1− ζ(r)4/3)])

x3(r) = log s(r)

x4(r) = log
τ↓(r) + τ↑(r)

ρ(r)5/3[(1 + ζ(r))5/3 − (1− ζ(r))5/3]
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