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This is the supplementary material for 𝐸3Gen:Efficient, Expressive
and Editable Avatar Generation. We include a video(Sec 1) summa-
rizing our method and exhibiting more generation and animation
results. Implementation details of our method are introduced in
Sec 2. We also provide additional qualitative experimental results
and limitation discussions in Sec 3.

1 SUPPLEMENTARY VIDEO
We provide a supplementary video for comprehensive analysis of
our method. The video includes:

• An overview of our method 𝐸3𝐺𝑒𝑛;
• Results of unconditional generation and novel view synthe-
sis;

• Results of novel pose animation;
• Results of editing.

2 IMPLEMENTATION DETAILS
2.1 Network Architecture
Geometry and Appearance Decoder. Geometry decoder 𝐷𝑔 con-
sists of one shared layer and two separate heads to predict opacity
value 𝛼 and offset value 𝛿𝜇 for the initial position. Appearance
decoder contains one shared layer and one head to predict color 𝑐 ,
relative rotation 𝛿𝑟 , and relative scale 𝛿𝑠 . For shared layers, we uti-
lize SiLU as an activation function. And for prediction heads except
for offset 𝛿𝜇 prediction head, Sigmoid function is used. For offset
prediction head, we do not use any activation function, instead, we
initialize the weights in the head to be𝑤 ∼ U(−1×10−5, +1×10−5)
and the initial biases are set to be 0.
Denoising U-Net. The denoising U-Net is constructed as 2D-UNet
with intermediate attention layers, following [1]. Model configura-
tion is provided in Tab 1.

2.2 Data Preparation
We select 500 scans from THuman2.0 [3] Dataset and render 54
camera views for each scan. The horizontal angle is distributed
uniformly around the subjects. The rendering code is based on the
rendering code of ICON [2]. The focal length is set to be 5000.

2.3 Training Configuration
We represent each generated avatar using 50,200 Gaussian primi-
tives. For each training step, we randomly select 4 camera views
for each scene. The total loss for each training step is:

L = 𝜆fit Lfit (𝑥𝑖 ,𝜓 ) + 𝜆denois Ldenois (𝑥𝑖 , 𝜙) , (1)

where 𝜆fit , Ldenois are equal to 𝑐fit
(
1 − 𝑒−0.1𝑁v

)
/𝑁v and

𝑐denois/𝐸𝑀𝐴

(
∥𝑥𝑖 ∥2𝐹

)
. 𝑐fit is set to be 20, while 𝑐denois is 20. 𝐸𝑀𝐴

means exponential moving average. ∥𝑥𝑖 ∥2𝐹 is the Frobenius norms
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Figure 1: Network Architecture of Decoders. We represent
geometry attribute decoder 𝐷𝑔 as blocks in orange color and
appearance attribute decoder as blocks in blue color. The
numbers on the arrow line are the input and output chan-
nels for each block. The number on the block denotes the
kernel size of convolutional layers in that block. Each block
contains one 2D convolutional layer, followed by a batch
normalization layer and finally an activation layer. Different
blocks adopt different activation functions, which will be
introduced in Sec 2.1.

Table 1: Model Configuration.

Key Value

Number of timesteps 1000
Noise configuration Linear
Input size 256 × 256 × 32
Base channel 128
Channels configuration [0.5, 1, 2, 2, 4, 4]
Resblocks per downsample 2
dropout 0
Number of attention heads 4
Attention resolution [32, 16, 8]
Downsample method Conv
Upsample method Conv

of generative UV features plane 𝑥 . For fitting process loss:

Lfit (𝑥𝑖 ,𝜓 ) = 𝜆cLc + 𝜆vggLvgg + 𝜆𝑟𝑒𝑔Lreg . (2)

𝜆c = 20, 𝜆vgg = 0.005, and 𝜆𝑟𝑒𝑔 = 50.
Our model is implemented using PyTorch, and we utilize the

Adam optimizer during the training process. For denoising U-Net,
the learning rate is 1 × 10−4, while for decoders, the learning rate
is 1× 10−3. The learning rate for generative UV features is 0.04. We
set the batch size to be 8 scenes. The model is trained for 150000
iterations, which takes approximately 6 days to complete, utilizing
2 NVIDIA 3090 GPUs.
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Figure 2: We qualitatively compare randomly generated sam-
ples in the same poses. With initialization, our method ex-
hibits fewer spiking artifacts or voids(zooming in for clear
observation).

3 ADDITIONAL EXPERIMENTAL RESULTS
AND LIMITATIONS

3.1 Qualitative Evaluation for Initialization
Wepresent the randomgeneration results bothwith andwithout the
initialization process, as depicted in Fig 2. The initialization process

contributes to the generated avatars by providing a smoother sur-
face and enabling stretching capabilities, which effectively reduces
the occurrence of voids and spiking artifacts during the animation
process.

3.2 Limitations
(1) Although our method can represent loose cloth, animating them
remains challenging and can have artifacts. (2) As the generative
UV features plane representation initialized with SMPL-X paramet-
ric model, inaccurate estimation of parameters of SMPL-X would
lead to artifacts and affect the training results. Adding SMPL-X
optimization process during training might help to alleviate the
impact of inaccurate estimation results. (3) Due to the limitation in
the number of samples, overfitting is hard to forbid. Extending our
method to a large-scale multi-view video dataset is promising. As
these large-scale datasets have not been fully announced, we still
train our model on 3D scan datasets.
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