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ABSTRACT

Masked diffusion models (MDMs) have shown promise in language modeling,
yet their scalability and effectiveness in core language tasks, such as conditional
generation and language understanding, remain underexplored. This paper estab-
lishes the first scaling law for MDMs, demonstrating a scaling rate comparable to
autoregressive models (ARMs) and a relatively small compute gap. Motivated by
their scalability, we train a family of MDMs with up to 1.1 billion (B) parame-
ters to systematically evaluate their performance against ARMs of comparable or
larger sizes. Fully leveraging the probabilistic formulation of MDMs, we propose
a simple yet effective unsupervised classifier-free guidance that effectively ex-
ploits large-scale unpaired data, boosting performance for conditional inference.
In language understanding, a 1.1B MDM shows competitive results, outperform-
ing the larger 1.5B GPT-2 model on four out of eight zero-shot benchmarks. In
conditional generation, MDMs provide a flexible trade-off compared to ARMs
utilizing KV-cache: MDMs match the performance of ARMs while being 1.5
times faster, or achieve higher quality than ARMs at a slightly higher computa-
tional cost. Moreover, MDMs address challenging tasks for ARMs by effectively
handling bidirectional reasoning and adapting to temporal shifts in data. Notably,
a 1.1B MDM breaks the reverse curse encountered by much larger ARMs with
significantly more data and computation, such as Llama (13B) and GPT-3 (175B).

1 INTRODUCTION

Autoregressive models (ARMs) have long been regarded as the gold standard in probabilistic lan-
guage modeling. Their ability to predict the next token, grounded in the chain rule, naturally aligns
with the sequential nature of language and scales effectively (Radford, 2018; Radford et al., 2019;
Brown, 2020; OpenAI, 2022; Achiam et al., 2023; Touvron et al., 2023a;b; Dubey et al., 2024)
when integrated with Transformers (Vaswani, 2017). However, ARMs exhibit inherent limitations,
particularly in reasoning tasks that require bidirectional context understanding or handling temporal
shifts in data. These shortcomings, widely recognized as the reverse curse (Berglund et al., 2023)
and temporal quality degradation (Vela et al., 2022), significantly hinder their applicability in com-
plex language modeling scenarios. Additionally, their linear sampling time growth w.r.t. the output
length poses practical challenges for long text generation.

The limitations of ARMs have sparked interest in an alternative approach: masked diffusion models
(MDMs) (Austin et al., 2021; Hoogeboom et al., 2021b;a; He et al., 2022; Meng et al., 2022; Sun
et al., 2022; Lou et al., 2023; Sahoo et al., 2024; Shi et al., 2024; Ou et al., 2024). MDMs present
a promising alternative due to their unique probabilistic framework, which enables flexible bidirec-
tional context modeling by filling in masked positions across a sequence. Recent advances (Lou
et al., 2023; Sahoo et al., 2024; Shi et al., 2024; Ou et al., 2024) have shown promise in uncondi-
tional text generation and zero-shot perplexity evaluation. Despite recent progress, the scalability
of MDMs and their effectiveness in critical language tasks, such as conditional generation and lan-
guage understanding, remain open questions. Furthermore, it is still unclear whether MDMs can
address the inherent limitations of ARMs, such as improving bidirectional reasoning capabilities.

Given that scalability and generality across tasks are core attributes of large language models, ad-
vancing MDMs requires not only a focus on algorithm design (Austin et al., 2021; Lou et al., 2023;
Sahoo et al., 2024; Shi et al., 2024; Ou et al., 2024) but also attention to an orthogonal dimension:
the exploration of scalability and generality. From this perspective, this paper challenges the long-
standing dominance of ARMs by presenting a comprehensive study of MDMs regarding key factors
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in language models: scalability and capabilities for language understanding and conditional genera-
tion. To this end, we train a family of MDMs with up to 1.1 billion (B) parameters on a large-scale
dataset and establish the first scaling law for MDMs. Leveraging their unique probabilistic frame-
work, we propose a simple yet effective unsupervised classifier-free guidance (CFG) mechanism
to leverage unsupervised data to enhance inference performance in language tasks involving condi-
tional distributions. Notably, unsupervised CFG does not rely on paired data as standard CFG (Ho
& Salimans, 2022) but can still benefit from paired data when available, achieving performance
that surpasses standard CFG. Supported by the scaling law and unsupervised CFG, our extensive
experiments yield the following key findings:

• Strong scalability. As scaling computate budgets from 6 × 1018 to 1020 FLOPs, the op-
timal validation loss of MDMs decreases according to a power law, with a rate matching
that of ARMs. While MDMs maintain a constant computation gap of 16 times compared
to ARMs, this gap is smaller than the factor of 64 observed in continuous diffusion mod-
els (Gulrajani & Hashimoto, 2024) and can be further minimized with future optimizations.

• Competitive in zero-shot language understanding. Across eight standard zero-shot
benchmarks like commonsense reasoning and reading comprehension, MDMs outperform
not only a same-sized ARM with the same pre-training FLOPs but also a larger 1.5B GPT-2
model on four tasks. Furthermore, when scaled up with 16 times more pre-training time,
as suggested by the scaling law, MDMs consistently surpass ARMs across all tasks.

• Flexible trade-off in conditional generation. On the standard MT-Bench, a 1.1B MDM
matches the performance of a same-sized ARM while achieving a 1.5 times speedup in
sampling time. By increasing sampling steps, MDMs can further improve generation qual-
ity at the cost of being 1.4 times slower. ARMs are equipped with KV-cache, a technique
to speed up sequential sampling while MDMs exploit no system optimization but require
16 times pre-training time.

• Addressing challenging tasks for ARMs. MDMs effectively relieve temporal quality
degradation (Vela et al., 2022) compared to a same-sized ARM and successfully overcome
the reverse curse (Berglund et al., 2023) encountered by much larger ARMs with signifi-
cantly more data and computation, such as Llama (13B) and GPT-3 (175B).

2 MASKED DIFFUSION MODELS ON TEXT

In analogy to continuous diffusion models (Sohl-Dickstein et al., 2015; Ho et al., 2020; Song et al.,
2020), MDMs (Austin et al., 2021; Lou et al., 2023; Ou et al., 2024) also introduce a forward process
that gradually adds noise to the data and learn a corresponding reverse process to generate samples.
Our basic approach is built upon Ou et al. (2024), an advanced MDM suitable for scaling up.

Forward process. Let K and L denote the vocabulary size and sentence length respectively. Given
a sentence x0 ∈ {0, 1, . . . ,K − 1}L and a noise level t ∈ [0, 1], the forward process in MDMs
randomly and independently masks out tokens in the sentence, formulated as follows:

qt|0(xt|x0) =

L−1∏
i=0

qt|0(x
i
t|xi

0) and qt|0(x
i
t|xi

0) =

{
αt, xi

t = xi
0,

1− αt, xi
t = m,

(1)

where xi denotes the i-th element of x, m denotes the mask token (Devlin, 2018), xt denotes the
noisy data at time t and q0(·) is the data distribution pdata(·). We set the hyperparameter αt as 1−t for
the best empirical performance as suggested in previous work (Lou et al., 2023; Sahoo et al., 2024;
Shi et al., 2024). We focus on a discrete-time process and refer the readers to prior work (Campbell
et al., 2022) for extensions to continuous time.

Reverse process. The reverse process in MDMs iteratively recover values for masked tokens, start-
ing from a mask sequence x1. Let 0 ≤ s < t ≤ 1, the reverse process is characterized by

qs|t(xs|xt) =

L−1∏
i=0

qs|t(x
i
s|xt) and qs|t(x

i
s|xt) =


1, xi

t ̸= m,xi
s = xi

t,
s
t , xi

t = m,xi
s = m,

t−s
t q0|t(x

i
s|xt), xi

t = m,xi
s ̸= m,

0, otherwise.

(2)
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(a) ARMs.
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(b) MDMs.

Figure 1: IsoFLOP curves plot the optimal model size under a fixed computation budget.

Here q0|t(·|·) is the data prediction model (Ho et al., 2020) to be learned. Notably, Ou et al. (2024)
revealed an intrinsic property of MDMs that q0|t(·|·) can be represented by conditional distributions
on clean data pdata(·|·) independently from the time t, distinct from other diffusion. Formally,

q0|t(x
i
0|xt) = pdata(x

i
0|xUM

t ), (3)

where xUM
t collects all unmasked tokens in noisy data xt and pdata(·|·) is irrelevant to t.1

Training objective. A distribution pθ(x
i
0|xt) parameterized by θ is employed to approximate

pdata(x
i
0|xUM

t ), optimizing the following upper bound on negative log-likelihood (Ou et al., 2024):

− log pθ(x0) ≤
∫ 1

0

1

t
Eq(xt|x0)

 ∑
{i|xi

t=m}

− log pθ(x
i
0|xt)

 dt ≜ L. (4)

We emphasize that the formulation is particularly suitable for scaling. First, it is among the best
MDMs w.r.t. zero-shot perplexity (Ou et al., 2024). Second, it removes the timestep from input and
minimally modifies the original Transformers (see Sec. 3). Third, it enables unsupervised classifier-
free guidance, which does not rely on paired data yet is effective in language tasks (see Sec. 4).

3 SCALING LAWS FOR MASKED DIFFUSION MODELS

Scaling laws (Kaplan et al., 2020; Hoffmann et al., 2022) characterize the quantitative power-law re-
lationship between model performance and computational resources under constraints, significantly
influencing the progress of large ARMs. Previous work Ye et al. (2023) fine-tunes pre-trained XLM-
RoBERTa (Goyal et al., 2021; Conneau, 2019) models into MDMs and investigates scaling trends
by varying the size of XLM-RoBERTa. However, a detailed exploration of scaling laws for MDMs,
along with a fair comparison to ARMs in terms of scalability, remains absent. In this section, we
address these two key questions. Our results reveal the strong scalability of MDMs, highlighting
their potential as a competitive alternative to ARMs in language modeling.

Model. We employ a Transformer decoder for ARMs and the corresponding Transformer encoder
for MDMs (note that it is unnecessary to input timestep t according to Eq. (3)). The main differences
between these architectures are: (1) the encoder has an additional dimension in its embedding layer
for the mask token, and (2) the encoder’s self-attention does not use a causal mask. All other archi-
tectural settings (e.g., depth, hidden size, and number of heads) remain consistent in both models.

We further enhance both models with several techniques inspired by advanced language models like
Llama (Touvron et al., 2023a;b). Specifically, we adopt Pre-LayerNorm with RMSNorm (Zhang &

1For example, if xt = [3, 5,m, 2], then xUM
t = [3, 5, ·, 2] and pdata(·|[3, 5, ·, 2]) is irrelevant to t.
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╳ 16

(a) Loss-Flops curve.

╳ 2

(b) Parameters-Flops curve.

Figure 2: Scaling laws for MDMs. Compared to ARMs, MDMs demonstrate competitive scalabil-
ity with comparable scaling rates and similar scaling behavior on utilizing the parameter capacity.

Sennrich, 2019) for better stability, use SwiGLU (Shazeer, 2020) as the activation function to en-
hance non-linearity, and implement RoPE (Su et al., 2024) for more expressive positional encoding.

Data. The well-known Chinchilla scaling law (Hoffmann et al., 2022) utilizes a large dataset with
more data than the number of training tokens. Motivated by it, we employ the open-source SlimPa-
jama dataset (Soboleva et al., 2023), a multi-corpora dataset comprising 627 billion tokens, which
is sufficiently large for all of our experiments. For simplicity and fairness, we employ the Llama2
tokenizer (Touvron et al., 2023b) for both ARMs and MDMs. Additionally, we set the context length
to 2048. Further implementation details are provided in Appendix B.2.

IsoFLOP analysis. We conduct a standard IsoFLOP analysis (Hoffmann et al., 2022) to identify
the optimal allocation between the non-embedding parameters N and dataset size D. Specifically,
building on prior studies (Kaplan et al., 2020; Hoffmann et al., 2022), we scale the compute budget
C from 6×1018 to 1020 FLOPs. For a fixed C, we vary N and D such that C = 6ND, a relationship
valid for both ARMs and MDMs. We measure the corresponding validation loss L in Eq. (4) and
fit a quadratic function to capture the relationship between the validation loss L and the logarithm
of the parameter size logN . This regression allows us to determine the optimal parameter size NC ,
which corresponds to the minimum validation loss LC for a given compute budget. The IsoFLOP
analysis results are visualized in Fig. 1.

Scaling laws. After obtaining the optimal validation losses for the corresponding compute budget
in {C0, C1, . . . , Cn−1}, we fit the following scaling law to model the relationship between them:

min
α,β

n−1∑
i=0

(
logL∗

Ci
− α logCi − β

)2
. (5)

Let α∗ and β∗ denote the solution of Eq. (5) and the validation loss empirically follows L = eβ
∗
Cα∗

.

As illustrated in Fig. 2a, the validation loss of MDMs decreases according to a power law as the
compute budget increases, following a rate similar to that of ARMs. MDMs still require approxi-
mately 16 times more computational resources than ARMs to achieve comparable validation losses.
There is still potential to narrow this constant since optimizations for MDMs in model, data, and
system remain unexplored. Besides, for reference, Gulrajani & Hashimoto (2024) reported that the
constant factor between continuous diffusion models (CDMs) and ARMs is 64.

Furthermore, the optimal model size also follows a power-law relationship with the compute budget,
as shown in Fig. 2b. Notably, the optimal size of MDMs is approximately half that of ARMs across
different computations, reflecting a very similar scaling behavior on utilizing the parameter capacity.

In conclusion, the comparable scaling rates and the relatively small constant factors suggest that
MDMs have strong scalability and promising potential as an alternative to ARMs on a large scale.
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4 UNSUPERVISED CLASSIFIER-FREE GUIDANCE

We propose a surprisingly simple yet effective approach that leverages unlabeled data to boost per-
formance in various language tasks, dubbed unsupervised classifier-free guidance (CFG).

CFG. CFG (Ho & Salimans, 2022) is an effective and versatile technique widely used in both contin-
uous and discrete diffusion models, with applications spanning image (Ho & Salimans, 2022; Chang
et al., 2023) and text generation (Lovelace et al., 2024). Rooted in Bayes’ rule, CFG simultaneously
trains a conditional and an unconditional diffusion model, introducing a rescaled distribution for
inference. Specifically, at a given timestep t ∈ [0, 1], CFG (Chang et al., 2023) is defined as:

p̃θ(x0|c,xt) ∝
pθ(x0|c,xt)

1+w

pθ(x0|xt)w
, (6)

where c is the condition, w is a hyperparameter that flexibly controls the strength of c, and
pθ(x0|c,xt) and pθ(x0|xt) are the conditional and unconditional models respectively.

Notably, it seems that the conditional model must be trained on paired data before applying CFG.
Consequently, to the best of our knowledge, all existing work (Ho & Salimans, 2022; Chang et al.,
2023; Lovelace et al., 2024) fall into supervised settings, where paired data c,x is readily available.

Unsupervised CFG. We extend CFG to an unsupervised setting by introducing a new formulation:

p̃θ(x0|c,xt) ∝
pθ(x0|c,xt)

1+w

pθ(x0|m,xt)w
, (7)

where m is a mask sequence of the same length as c. Compared to Eq. (6), the dummy variable m
translates the unconditional distribution to a conditional format without adding new information. For
simplicity, we continue to refer to pθ(x0|m,xt) as the unconditional distribution in unsupervised
CFG throughout this paper.

The core insight is that an MDM already characterizes both distributions employed in Eq. (7) during
unsupervised pretraining. Specifically, in language tasks, both c and x can be viewed as segments
of a whole sequence, following the same distribution of unsupervised samples for pretraining.2 Af-
ter the pretraining on large-scale text data, MDMs can capture the joint distribution of the whole
sequence, i.e. pdata(c,x). Under the formulation, MDMs simultaneously learn all conditional distri-
butions on clean data induced by pdata(c,x) according to Eq. (3). In particular, we have:

pθ(x0|c,xt) ≈ pdata(x0|c,xUM
t ) and pθ(x0|m,xt) ≈ pdata(x0|xUM

t ), (8)

where both distributions are factorized as in Eq.(3), and the approximation error is due to the gap
between the model distribution and the true data distribution. Notably, Eq.(8) also implies that the
unconditional distribution pθ(x0|xt) used in standard CFG and the conditional distribution with a
dummy variable pθ(x0|m,xt) are equivalent.

We have explained why unsupervised CFG works without paired data (see experiments in Sec. 5).
Moreover, when paired data is available for downstream tasks, simply fine-tuning the conditional
distribution in MDMs—similar to the classical approach used for ARMs—not only further improves
the performance of unsupervised CFG but also outperforms the standard CFG trained on paired data,
demonstrating its superior capability in leveraging large-scale unpaired data (see Sec. 6).

Prior studies Zhao et al. (2021); Holtzman et al. (2021) emphasize the importance of unconditional
distributions in large language models. By exploiting the distinctive properties of MDMs, unsuper-
vised CFG introduces a novel approach to estimating the unconditional distribution (i.e., Eq. (8)) and
incorporates this estimate through an alternative mechanism (i.e., Eq. (7)), inspired by the standard
CFG framework (i.e., Eq. (6)).

5 ZERO-SHOT LANGUAGE UNDERSTANDING

We investigate the capabilities of MDMs in zero-shot language understanding, a critical skill for
language models that has been largely overlooked in prior studies (Austin et al., 2021; Lou et al.,

2E.g., the question “where does the sun rise?” and answer “from the east.” is a paired sample but their
concatenation “where does the sun rise? from the east.” can be modeled by an MDM with unsupervised training.
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Table 1: Ablation of unsupervised CFG without paired data. Unsupervised CFG significantly
improves the performance of MDMs across eight common question-answering tasks.

ARC-Easy BoolQ Hellaswag OpenBookQA PIQA RACE SIQA LAMBADA

MDM w/o CFG 37.42 61.50 33.46 27.00 60.34 29.28 36.95 36.00

MDM w/ CFG 39.02 62.17 34.10 34.20 60.39 30.81 37.41 40.99

2023; Sahoo et al., 2024; Shi et al., 2024; Ou et al., 2024; Gat et al., 2024). Our results show that
MDMs are highly competitive to ARMs of similar model sizes and computations.

Benchmarks. To provide a comprehensive evaluation, we assess MDMs on eight widely used
benchmarks involving commonsense reasoning and reading comprehension: Hellaswag (Zellers
et al., 2019), ARC-Easy (Clark et al., 2018), BoolQ (Clark et al., 2019), PIQA (Bisk et al., 2020),
SIQA (Sap et al., 2019), OpenBookQA (Mihaylov et al., 2018), RACE (Lai et al., 2017), and LAM-
BADA (Paperno et al., 2016). For a detailed description of these benchmarks, see Appendix D.

On certain challenging benchmarks such as ARC-Challenge (Clark et al., 2018), WinoGrande (Sak-
aguchi et al., 2021), and MMLU (Hendrycks et al., 2020), both ARMs and MDMs pre-trained in
Sec. 3 perform similarly to random guessing. This is consistent with findings from Wei et al. (2022a),
which showed that only ARMs with more than 1022 training FLOPs can surpass random guessing
on MMLU, a phenomenon known as the emergence of new capabilities in large language models.
We leave the exploration of their potential emergent abilities at a larger scale as future work.

Evaluation. We employ the popular Language Model Evaluation Harness framework (Gao et al.,
2024) to evaluate both ARMs and MDMs. For the LAMBADA dataset, given a prompt, we apply
greedy sampling to generate responses from each model and calculate the matching accuracy against
the ground truth (please refer to Appendix A for the greedy sampling algorithm of MDMs). For other
tasks, we report the accuracy of each model that selects the correct answer from the provided options
based on the given context. Specifically, we compute the likelihood of each option given the prompt
and choose the answer with the highest likelihood.

Fixing the train-test discrepancy. Due to employing a bidirectional Transformer encoder, MDMs
face a train-test discrepancy in context lengths, negatively impacting model performance. Specifi-
cally, the training context length is fixed at 2048 tokens, while the testing context length is variable
and often shorter. To address this issue, we propose two mitigation strategies: (1) allocate a portion
of training data with variable sequence lengths L ∼ U [1, 2048], where U [·] denotes the uniform
distribution; (2) pad sentences with mask tokens to reach 2048 tokens during evaluation.

As present in Appendix C.1, both strategies effectively reduce the train-test discrepancy, and only
a small proportion (e.g., 1%) of variable-length training data is sufficient to activate the capability
to handle variable length inputs. Given its superior inference efficiency (e.g., 20 times faster than
method (2) on the Hellaswag dataset), we employ method (1) in subsequent experiments.

Flexible likelihood evaluation. As detailed in Sec. 2, the MDMs model the conditional distribution
of clean data, which enables flexible likelihood evaluation. Given a prompt and a sentence x0 of
length L, we can determine the conditional likelihood using the following methods: (1) employ
Monte Carlo estimation to establish a lower bound of the log-likelihood based on Eq. (4); (2) utilize
the chain rule to compute the likelihood as log pθ(x0|prompt) =

∑L−1
i=0 log pθ(x

i
0|prompt,x<i

0 ,m).

We observed that the chain rule for likelihood evaluation results in higher accuracy for Open-
BookQA and PIQA, while Monte Carlo estimation yields better accuracy for ARC-Easy, Hellaswag,
RACE, and SIQA. Since the answer length of BoolQ consists of only one token (“Yes” or “No”),
both methods produce identical results. We adopted this optimal configuration in subsequent exper-
iments and please refer to Appendix C.1 for more details and an empirical explanation.

Effectivenes of unsupervised CFG without paired data. In this section, we use a default MDM
model with 220M parameters and a training budget of 1020 FLOPs for efficiency. For likelihood
evaluation, we use the rescaled conditional distribution defined in Eq. (7) of unsupervised CFG.
Since no paired data is available, standard CFG cannot be applied in this scenario. As shown in
Table 1, unsupervised CFG significantly enhances the performance of MDMs across all eight widely
used benchmarks, demonstrating its strong capability to leverage unpaired data effectively.

6



324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377

Under review as a conference paper at ICLR 2025

Table 2: Comparison between MDM and ARMs pre-trained on the SlimPajama dataset. The
number of training tokens is 6B and 100B for 6×1018 and 1020 Flops, respectively. MDM achieves
comparable performance to ARM when pre-trained with equivalent pre-training FLOPs, and sur-
passes ARM on all benchmarks when pre-trained for approximately 16 times longer.

FLOPs ARC-Easy BoolQ Hellaswag OpenBookQA PIQA RACE SIQA LAMBADA

ARM (220M) 6× 1018 35.40 61.69 28.51 26.20 58.98 25.84 35.98 17.02

ARM (220M) 1020 40.49 60.06 35.81 29.60 65.07 29.47 38.38 26.92

MDM (220M) 1020 39.02 62.17 34.10 34.20 60.39 30.81 37.41 40.99

Table 3: Comparison with GPT-2. The number of training tokens is 260B for MDM. Our 1.1B
MDM outperforms the larger 1.5B GPT-2 on four out of eight tasks. We use the official GPT-2
checkpoint (see link in Tab. 8) and its FLOPs are unknown.

FLOPs ARC-Easy BoolQ Hellaswag OpenBookQA PIQA RACE SIQA LAMBADA

GPT-2 (1.5B) - 51.05 61.77 50.89 32.00 70.51 33.11 40.28 44.61

MDM (1.1B) 1.61× 1021 44.44 62.17 45.91 34.40 64.31 33.40 40.02 44.71

Competitive zero-shot language understanding performance. First, we compare the performance
of MDMs and ARMs pre-trained on the same SlimPajama dataset for fair and detailed analysis.
As shown in Table 2, MDMs outperform ARMs on four out of eight tasks when trained with an
equivalent number of pre-training FLOPs. Besides, with approximately 16 times more pre-training
time, as suggested by the scaling law in Sec. 3, MDMs surpass ARMs across all tasks.

We further analyze the scaling behavior of MDMs on understanding tasks and observe a clear trend:
as the validation loss decreases, the performance on most tasks correspondingly improves, indicating
a positive signal for scaling MDMs to achieve even stronger capabilities. We provide the results and
more details in Appendix C.1.

Additionally, in Table 3, we benchmark MDMs against the well-known GPT-2 model for a compre-
hensive comparison with existing literature. When scaled to 1.1B parameters and a training budget
of 1.61 × 1021 FLOPs (see Appendix B.3 for details), MDMs outperform the official 1.5B GPT-2
model on four out of eight benchmarks. Furthermore, as detailed in Appendix C.1, we evaluate
the mathematical reasoning capabilities of MDMs using the GSM8K (Cobbe et al., 2021) dataset.
Remarkably, our 1.1B MDM achieves an accuracy comparable to the 7B Llama2 model (Touvron
et al., 2023b), despite utilizing only approximately 5% of its pre-training FLOPs. These results
underscore MDMs’ competitive performance relative to larger and standard ARMs.

Interestingly, when ARMs and MDMs are matched in size (and computation if known), their relative
performance across datasets is consistent in both Table 2 and Table 3: MDMs outperform ARMs on
the same set of tasks where ARMs lag behind, and vice versa. Although the underlying mechanism
is not yet fully understood, this observation suggests that MDMs and ARMs may play complemen-
tary roles in language understanding tasks. We believe all these results make MDMs a promising
alternative to ARMs for language understanding tasks.

6 CONDITIONAL LANGUAGE GENERATION

We investigate the capabilities of MDMs in conditional generation, another core language task
largely unexplored previously. Our results show that a 1.1B MDM achieves a more flexible and ef-
fective quality-efficiency trade-off during inference than a same-sized ARM that utilizes KV cache.

Evaluation. Previous studies (Lou et al., 2023; Sahoo et al., 2024; Shi et al., 2024; Ou et al., 2024;
Gat et al., 2024) have commonly employed generative perplexity as a metric to assess unconditional
generation quality. However, recent work (Zheng et al., 2024) demonstrated that even low-quality
samples can yield high generative perplexity scores, suggesting that this metric may not reliably
reflect generative quality. Moreover, conditional generation is more widely applicable in real-world
scenarios than unconditional generation. Therefore, this paper focuses on conditional generation.
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Table 4: Ablation of unsupervised CFG. ∗ and
† indicate the standard CFG and unsupervised
CFG respectively. We report the results with the
optimal scale searched in {0.4, 0.6, 0.8, 1} for
both CFG approaches.

w/o CFG w/ CFG∗ w/ CFG†

Score ↑ 1.32 1.53 1.60

Table 5: Conditional generation results.
MDM utilizes 16 times the pre-training time of
ARM. ARM utilizes KV cache.

MDM (1.1B) ARM (1.1B)

Score ↑ 1.40 1.56 1.60 1.57

NFEs ↓ 64 128 256 325.94

Time ↓ 204s 396s 780s 555s

In particular, we employ MT-Bench (Zheng et al., 2023), which uses a strong language model (i.e.,
GPT-4o (Achiam et al., 2023)) as a judge to score models on open-ended questions. This metric
aligns well with human preferences and has become a standard for evaluating large language models.

Supervised fine-tuning. We employ an ARM and an MDM, both pre-trained as described in Sec. 3
with 1.1B parameters each. For a meaningful comparison, we evaluate their inference performance
and, guided by the scaling law, extend the MDM’s pre-training time by a factor of 16. Results using
equal computation budgets are provided in Appendix C.2. Following a standard process in lan-
guage models, we fine-tune both models on the ShareGPT dataset,3 a high-quality dialogue corpus
containing user prompts and corresponding ChatGPT responses (OpenAI, 2022).

Since ShareGPT samples vary in length, we pad each sample with the |EOS| token to the maximum
sequence length within a batch for the MDM. Following the same approach as for ARMs, we mask
the loss on prompts, adding noise only to the response tokens (including the padding |EOS|), while
keeping the prompts unchanged in the forward process. As a result, the MDM only tunes the con-
ditional distribution of the response given prompt. We set the sequence length to 1024 and remove
the |EOS| token from the generated outputs for inference. For the ARM, generation stops when
the |EOS| token is produced, with a maximum sequence length set to 1024 (Zheng et al., 2023).
For a fair comparison, we use identical optimizer settings for both models and train for 3 epochs as
specified in Zheng et al. (2023). Additional training details are provided in Appendix B.4.

Effectiveness of unsupervised CFG against standard CFG. As shown in Table 4, we evaluate
the effectiveness of unsupervised CFG by comparing it against several baselines detailed in Ap-
pendix C.2. The first one fine-tunes only the conditional distribution of MDM on paired data and
sampling without CFG. The second one fine-tunes both conditional and unconditional distributions
on paired data and gets samples as in the standard CFG. Additionally, we enhance unsupervised
CFG by fine-tuning its conditional distribution on paired data. This is because unsupervised CFG
already leverages large-scale pre-trained data to obtain a strong unconditional model. Notably, our
unsupervised CFG outperforms the standard CFG, demonstrating its superior ability to leverage
large-scale unpaired data considering the paired data for fine-tuning are often of a small scale. For
a comprehensive comparison, we also demonstrate that unsupervised CFG outperforms sampling
without CFG with half the sampling steps (i.e., equal sampling computation) in Appendix C.2.

Better efficiency quality trade-off. We further compare MDMs and ARMs regarding sample qual-
ity and efficiency. Our study significantly extends prior work (Lou et al., 2023; Sahoo et al., 2024;
Shi et al., 2024; Ou et al., 2024; Gat et al., 2024) in two key aspects: (1) we focus on the more prac-
tical and challenging task of conditional generation rather than unconditional generation, and (2) we
measure the running time instead of the NFEs, even when ARMs are equipped with the KV-cache, a
technique that accelerates sampling by caching intermediate features during sequential generation.

Built upon the unsupervised CFG, MDMs demonstrate a more flexible and effective trade-off be-
tween efficiency and quality in conditional generation compared to ARMs. As shown in Table 5, a
1.1B MDM matches the performance of a similarly sized ARM while achieving a 1.5 times speedup
in sampling time. Conversely, by increasing the number of sampling steps (at the cost of being 1.4
times slower), MDMs can surpass ARMs in generation quality. All experiments in Table 5 are con-
ducted on a single NVIDIA A100-40GB GPU. These results indicate that MDMs hold promise for
conditional generation tasks, such as chat-based applications, where the ability to balance speed and
quality is critical.

3https://sharegpt.com/
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Table 6: Results on breaking the reverse curse. The performance of GPT-3 and Llama-2 is sourced
from Berglund et al. (2023) and Lv et al. (2023), respectively. All models are fine-tuned on the same
dataset for 10 epochs. For MDM, we use a CFG scale of 0.8. While ARMs and T5 struggle to
handle reverse queries, MDMs effectively overcome the reverse curse and maintain performance in
the same direction.

DescriptionToName NameToDescription

Same direction Reverse direction Same direction Reverse direction

Acc. ↑ Acc. ↑ Acc. ↑ BLEU ↑ Acc. ↑ BLEU ↑
GPT3 (175B) 97 0 50 - 0 -

LLaMA-2 (13B) 99 0 - 74 - 19

T5 (3B) 100 0 47 87 0 20

MDM (1.1B) 97 92 49 76 37 67

7 CHALLENGING TASKS FOR ARMS

We demonstrate that MDMs exhibit distinct advantages over ARMs in tackling two critical chal-
lenges: reverse curse (Berglund et al., 2023) and temporal quality degradation (Vela et al., 2022).

7.1 BREAKING THE REVERSE CURSE

Berglund et al. (2023) introduced the concept of the reverse curse, which refers to the difficulty of
ARMs in generalizing bidirectional relationships. Specifically, this occurs when a model is trained
on information in the form “A is B” but fails to infer the reverse relationship “B is A.” For ex-
ample, a model trained on the fact “Valentina Tereshkova was the first woman to travel to space”
may not correctly answer the reverse question “Who was the first woman to travel to space?” This
limitation raises concerns about whether large language models genuinely possess logical reasoning
capabilities (Berglund et al., 2023).

Setup. We evaluate MDMs on the same reverse curse dataset used by Berglund et al. (2023),
which consists of fictitious statements in the format “⟨name⟩ is ⟨description⟩” and the reversals.
We fine-tune MDMs on these statements and assess their performance using questions not seen dur-
ing training. To ensure a comprehensive comparison, we additionally fine-tuned the T5 (Raffel et al.,
2020) model using the same dataset (see Appendix B.5 for details). Following the same protocol
as Berglund et al. (2023), we generate responses via greedy sampling and report the exact match
accuracy. Additionally, we use the BLEU metric (Papineni et al., 2002) to evaluate the quality of
name-to-description generation, as suggested by Lv et al. (2023).

Results. As shown in Table 6, both the T5 (Raffel et al., 2020) model and advanced ARMs, including
GPT-3 (Brown, 2020) and Llama-2 (Touvron et al., 2023b), achieve zero accuracy and low BLEU
scores when prompted with reverse queries. In contrast, MDMs achieve substantially higher scores
across both metrics, despite using significantly fewer parameters, less computation, and a smaller
training dataset. Specifically, our MDM uses only 10% parameters, 1% computation, and 10%
data compared to Llama-2. Besides, MDMs perform similarly to ARMs with queries in the same
direction. These results indicate the power of MDMs in capturing bidirectional relationships and
logical structures. This capability arises from the training objective of MDMs (i.e., Eq. (4)), designed
to model all conditional distributions within the data. Kitouni et al. (2024) highlight that models
trained with less dependence on the precise sequence of tokens can successfully mitigate the reverse
curse, which serves as a complementary explanation for the findings of our experiment.

In the NameToDescription test data for the same direction, the T5 model outperforms MDM in
BLEU scores but lags in exact match accuracy. This is because the T5 model tends to produce
responses that are similar to the ground truth but differ slightly in a few words. It is worth noting
that reverse question data shows a larger divergence between the training and testing sets, which
accounts for the performance decline of MDM in the reverse task.
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Table 7: Perplexity (↓) results on relieving temporal quality degradation. ∗ indicates the training
dataset. MDM demonstrates superior robustness to temporal shifts than ARM.

SlimPajama∗ (before Jun. 2023) Fineweb (Feb. & Mar. 2024) Fineweb (Apr. 2024)

ARM 17.34 27.01 26.93

MDM 18.02 24.06 24.01

7.2 RELIEVING THE TEMPORAL QUALITY DEGRADATION

Vela et al. (2022) highlight a common and challenging issue for modern AI models, including lan-
guage models: model performance is sensitive to the temporal alignment between the training and
test data, particularly when new data fall outside the temporal scope of the training set.

Setup. To evaluate the impact of temporal shifts, we train both ARMs and MDMs on the SlimPa-
jama dataset (Soboleva et al., 2023) (see Sec. 3), released in 2023, and test them on the FineWeb
dataset (Penedo et al., 2024), which contains samples from February&March, and April of 2024.
We extract the first 0.5 billion tokens from each period for evaluation. We use models of equal
size (220M parameters) that achieve similar validation losses on SlimPajama. However, it is worth
noting that MDMs require 16 times more computation to reach this performance level.

Results. As shown in Table 7, although the MDM achieves slightly higher perplexity on the stan-
dard validation set (i.e., SlimPajama), it outperforms the ARM on the newer 2024 data. While the
exact mechanism remains unclear, we hypothesize that this advantage arises from MDMs’ ability
to simultaneously model all conditional distributions, making them less sensitive to distributional
shifts compared to the unidirectional dependencies in ARMs. These results indicate that MDMs are
inherently more robust to temporal shifts, making them better suited for evolving data distributions.

8 CONCLUSION

In this paper, we demonstrate the strong scalability of MDMs through a comprehensive scaling
analysis. Our results show that MDMs can achieve comparable performance to ARMs in key tasks,
such as language understanding, supported by the scaling law and the unsupervised classifier-free
guidance. Furthermore, MDMs effectively address major limitations of ARMs, including the reverse
curse and temporal quality degradation, even outperforming much larger models like Llama and
GPT-3 in these aspects. These findings highlight MDMs as a promising alternative to ARMs for
language modeling at scale.

We also observe that MDMs exhibit certain limitations, particularly in scaling laws and conditional
generation, where a gap compared to ARMs persists. Our work provides a holistic view of the
potential and limitations of MDMs, encouraging future research toward more efficient designs.

One of the most important future directions is to scale MDMs to larger sizes, potentially matching
advanced ARMs (Achiam et al., 2023; Dubey et al., 2024). This would allow for a thorough inves-
tigation into the emergent behaviors (Wei et al., 2022a) and long-range reasoning capabilities (Wei
et al., 2022b) of MDMs. By scaling up, we hope that MDMs can fully demonstrate their unique ad-
vantages over ARMs in real-world scenarios, offering a competitive alternative. Further, we believe
the studies can deepen our understanding of large language models and the role of key factors such
as autoregressive formulation in achieving such intelligence.

We also note another line of research focusing on continuous diffusion language models (Li et al.,
2022; Gong et al., 2022; Han et al., 2022; Mahabadi et al., 2023; Strudel et al., 2022; Chen et al.,
2022; Gulrajani & Hashimoto, 2024; Graves et al., 2023; Xue et al., 2024; Dieleman et al., 2022).
However, the experiments in this domain are relatively small in scale and lack evaluation on standard
language benchmarks. We hypothesize that MDMs enjoy better scalability than these models due to
their alignment with the inherent structure of language and ARMs.
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ETHICS STATEMENT

This paper focuses on the improvement of language models, which have vast potential to enhance
communication, automate tasks, and facilitate access to information across languages. However,
if misused, these models could be exploited to generate false information. Moreover, if trained on
biased datasets, the generated text could perpetuate these biases. To mitigate these risks, we commit
to transparency in our development processes and to continuously focus on research related to the
safety and fairness of language models to further improve our models.

REPRODUCIBILITY STATEMENT

The submission includes our Pytorch code for research reproducibility. Please refer to README.md
for specific instructions, e.g. the anaconda environment and bash scripts. The submitted code con-
tains the code for all experiments. We provide all the details about the model size, training config-
uration, and evaluation method in the corresponding sections and Appendix B. The download links
for all pre-trained models, datasets, and evaluation frameworks are detailed in Tab. 8.

We will also release the code after the blind review.
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Algorithm 1 Greedy Sampling of MDMs

Require: A all masked sequence x1 = m of length L, sampling steps N
1: for t = 1, N−1

N , N−2
N , . . . , 1

N do
2: s = t− 1

N
3: for i = 0, 1, . . . , L− 1 do
4: if xi

t ̸= m then
5: xi

0 = xi
t, c

i = 1
6: else
7: xi

0 = argmaxj pθ(x
i|xt)j , and denote ci = pθ(x

i|xt)xi
0
.

8: end if
9: end for

10: l = ⌊L(1− s)⌋ # we set the number of unmasked tokens to l in timestep s
11: for i = 0, 1, . . . , L− 1 do
12: if ci ∈ top − l

(
{ci}L−1

i=0

)
then

13: xi
s = xi

0
14: end if
15: end for
16: end for
17: return x0

A GREDDY SAMPLING METHOD OF MDMS

We employ the sampling method of MaskGIT (Chang et al., 2022) as the greedy sampling strategy
for MDMs. For completeness, we include the algorithm in Alg. 1 and provide the following intuitive
explanation.

Let us first revisit the original sampling method for MDMs as described in Eq. (2). During each
sampling step from time t to s, if xi

t ̸= m it remains unchanged. Otherwise, it retains the masked
state with a probability of s

t , or transitions to xi
0 ∼ pθ(x

i
0|xt) with a probability of 1 − s

t . It is
important to note that for all masked tokens xi

t, they transition to xi
0 with the same probability of

1− s
t .

Different from the original sampling method, MaskGIT (Chang et al., 2022) does not transition all
masked tokens to their corresponding xi

0 with the same probability of 1− s
t . Instead, it specifically

selects masked tokens that exhibit the highest conditional probability pθ(x
i
0|xt)xi

0
for transition to

xi
0. Please refer to Alg. 1 for details.

B EXPERIMENTAL DETAILS

B.1 REPRODUCIBILITY STATEMENT

We implement our experiments based on the TinyLlama (Zhang et al., 2024) codebase. We use the
code provided by TinyLlama to preprocess the SlimPajama (Soboleva et al., 2023) dataset. Addi-
tionally, we use the code provided by CLLM (Kou et al., 2024) to preprocess the ShareGPT dataset.
We employ the fictitious dataset provided by Berglund et al. (2023) and Fineweb dataset (Penedo
et al., 2024) for the reverse curse and temporal quality degradation experiments. Because of their
simplicity, we preprocess these two datasets by ourselves. We employ the lm-eval (Gao et al., 2024)
and fast-chat (Zheng et al., 2023) framework for the evaluation of question-answering tasks and
conditional sampling, respectively. In Sec. 5, the pre-trained GPT-2 model is provided by Huggin-
gaFace. The corresponding links are detailed in Tab. 8.

B.2 ADDITIONAL EXPERIMENTAL DETAILS OF ISOFLOP ANALYSIS

Training details. We use identical optimizer settings for both MDMs and ARMs during pre-
training. Following TinyLLama (Zhang et al., 2024), we employ the SlimPajama dataset (Soboleva
et al., 2023) and exclude the GitHub subset. Consistency with TinyLLama, we utilize the AdamW
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Table 8: Links for code and checkpoints.

Link

GPT-2 model https://huggingface.co/openai-community/gpt2-xl

TinyLlama codebase https://github.com/jzhang38/TinyLlama

CLLM codebase https://github.com/hao-ai-lab/Consistency_LLM

SlimPajama dataset https://huggingface.co/datasets/cerebras/SlimPajama-627B

ShareGPT dataset https://huggingface.co/datasets/anon8231489123/ShareGPT_Vicuna_unfiltered

Reverse curse dataset https://huggingface.co/datasets/lberglund/reversal_curse

Fineweb dataset https://huggingface.co/datasets/HuggingFaceFW/fineweb

Lm-eval framweork https://github.com/EleutherAI/lm-evaluation-harness

Fast-chat framework https://github.com/lm-sys/FastChat

optimizer (Loshchilov, 2017), setting β1 = 0.9, β2 = 0.95, and a weight decay of 0.1. Additionally,
we apply a cosine learning rate schedule with a maximum learning rate of 4 × 10−4 and a mini-
mum learning rate of 4× 10−5 with 1% of the tokens for linear warmup. Notably, if the number of
warmup steps is less than 100, it is set to 100. The batch size is set to 256.

Specifically, we pre-train a 1.1B MDM with 1.6× 1021 training FLOPs for the experiment in Sec. 5
and Sec. 6. We use the above pre-training setting for this 1.1 B model except for batch size. As we
use 24 GPUs to pre-train this model, therefore we set the batch size to 384.

Evaluation details. For MDMs, we found that using more Monte Carlo estimation samples (i.e.,
128) when computing the validation loss effectively reduces the number of outliers in Fig. 1b. This
is because increasing the number of Monte Carlo samples reduces the variance of the estimation,
leading to a more precise calculation of the validation loss.

Model configs. We list all model configurations in Tab. 9.

B.3 ADDITIONAL EXPERIMENT DETAILS OF QUESTION ANSWERING TASKS

Here, we present more details about the 1.1B model we introduce in Sec. 5. Firstly, we pre-train a
1.1B MDM for 1.6 × 1021 FLOPs as detailed in Appendix B.2. Due to limited computational re-
sources, we do not retrain this 1.1B parameter model from scratch with random data length. Instead,
we allocated a compute budget of 1019 FLOPs for variable length fine-tuning on the SlipPajama
dataset. As the proportion of random length data is set to 1% when trained from scratch, we em-
pirically increase it to 10% during variable length fine-tuning, considering the limited fine-tuning
FLOPs.

Additionally, we provide the experimental details for the GSM8K results in Appendix C.1. We
further scale the pre-training FLOPs of our 1.1B MDM to 3.3 × 1021 and fine-tune it on the aug-
mented training data (Deng et al., 2023) for 40 epochs, following prior works (Ye et al., 2024; Gong
et al., 2024). The optimizer settings remain consistent with those described in Appendix B.2, and
each data instance is padded with |EOS| to a length of 256 tokens. For evaluation, we use greedy
sampling, setting the sampling steps to 256 and applying an unsupervised CFG scale of 0.1.

B.4 ADDITIONAL EXPERIMENTAL DETAILS OF CONDITIONAL GENERATION

We use identical optimizer settings for both MDMs and ARMs during supervised fine-tuning. Sim-
ilar to our pretraining process, we use the AdamW optimizer (Loshchilov, 2017) with hyperparam-
eters β1 = 0.9, β2 = 0.95, and a weight decay of 0.1. We employ a cosine learning rate schedule
starting from a maximum learning rate of 2× 10−4 and decaying to a minimum of 2× 10−5. Addi-
tionally, we apply linear warm-up over the first 200 steps and set the batch size to 256.

For the preprocessing of the ShareGPT dataset, we use the same method as described in Kou et al.
(2024). In addition, in line with Kou et al. (2024), we fine-tune both ARM and MDM on the first-turn
conversation from ShareGPT and report the performance using the first-turn conversation score. We
do not use any annealing sampling method for ARM and MDM during generation. The MT-Bench
score is obtained via the “gpt-4o-2024-05-13” API provided by OpenAI.
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Table 9: Model configurations of MDMs and ARMs. ∗ labels the non-embedding parameters.

Parameters∗ (M) n layers n heads n embed intermediate size

19 8 6 384 1536
34 8 8 512 2048
48 9 9 576 2304
66 10 10 640 2560
75 16 8 640 1600
85 13 10 640 2560

113 12 12 768 3072
142 15 12 768 3072
170 18 12 768 3072
180 14 14 896 3584
206 16 14 896 3584
231 18 14 896 3584
268 16 16 1024 4096
302 18 16 1024 4096
336 20 16 1024 4096
472 18 10 1280 5120
551 21 10 1280 5120
571 18 11 1408 5632
629 24 10 1280 5120
666 21 11 1408 5632
717 19 12 1536 6144
761 24 11 1408 5632
831 22 12 1536 6144
944 25 12 1536 6144

1028 20 14 1792 7168
1233 24 14 1792 7168
1476 22 16 2048 8192
1678 25 16 2048 8192
2121 28 17 2176 8704

B.5 ADDITIONAL EXPERIMENTAL DETAILS OF REVERSE CURSE

In the reverse curse experiment, for MDM, we use the same optimizer settings as Appendix B.4
except batch size. As the fictitious dataset is smaller (i.e., only 3600 data), we use a batch size of
64 for fine-tuning. We also pad each sample with the |EOS| token to the maximum sequence length
within a batch. Following the same approach as Berglund et al. (2023), we do not mask the loss on
prompts, adding noise to the prompt and response tokens simultaneously as Eq. (4).

For the T5 model, we adopted the same settings as MDM, except for the learning rate. Initially,
we tested maximum learning rates in {10−5, 10−4, 10−3, 10−2} and found that 10−4 yielded the
best results. We further refined the learning rate by experimenting with {2 × 10−5, 3 × 10−5, 5 ×
10−5, 2× 10−4, 3× 10−4, 5× 10−4}, identifying 2× 10−4 as the optimal maximum learning rate.
The minimum learning rate was set to one-tenth of the maximum.

C ADDITIONAL RESULTS

C.1 ADDITIONAL RESULTS OF LANGUAGE UNDERSTANDING

Results of fixing traing-test discrepancy. For efficiency, we employ MDM with 220M parameters,
pre-trained for 1020 FLOPs to experiment. Tab. 10 presents the ablation studies of variable length
training and padding mask tokens.

Results of different likelihood evaluation methods. For efficiency, we employ MDM with 220M
parameters, pre-trained for 1020 FLOPs, using 1% of the training data with random length. Tab. 11
presents the ablation studies of different likelihood evaluation methods.
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Table 10: Comparison of different methods to address train-test discrepancy. 1% and 5% denote
that set 1% and 5% training data to random length, respectively. For fairness, we employ the chain
rule to calculate the conditional likelihood in all settings. Both variable length training and padding
mask tokens significantly improve the performances of MDMs on the question-answering tasks.

ARC-Easy BoolQ Hellaswag OpenBookQA PIQA RACE SIQA LAMBADA

Original 30.13 55.29 29.16 26.20 56.04 28.52 35.21 16.51

Padding 38.38 59.91 31.63 27.60 60.77 28.42 37.00 31.03

1% 37.79 61.50 31.86 27.00 60.34 29.19 36.85 36.00
5% 37.12 51.87 32.29 26.60 58.98 29.18 36.85 32.04

Table 11: Comparison of different likelihood evaluation methods. we employed 1024 Monte
Carlo samples for the Monte Carlo estimation. All results are reported with the corresponding
optimal unsupervised CFG scale. As a result, the optimal likelihood evaluation method differs
across tasks.

ARC-Easy BoolQ Hellaswag OpenBookQA PIQA RACE SIQA

Monte Carlo 39.02 62.17 34.10 30.40 59.14 30.81 37.41
Chain rule 37.88 62.17 32.20 34.20 60.39 29.67 37.10

Table 12: Math reasoning results on GSM8K. All models are fine-tuned on the same dataset for
40 epochs. The results marked by ∗ and † are sourced from Ye et al. (2024) and Gong et al. (2024),
respectively. Our 1.1B MDM achieves accuracy comparable to the 7B Llama2 model while utilizing
only about 5% of its pre-training FLOPs.

GPT2 (117M)∗ GPT2 (345M)∗ GPT2 (762M)∗ Llama2 (7B)† MDM (1.1B)

GSM8K 39.0 43.9 44.8 58.6 58.5

We empirically find that tasks requiring step-by-step reasoning tend to achieve higher accuracy when
using the chain rule for likelihood evaluation. In contrast, tasks focused on contextual understanding
perform better with Monte Carlo estimation. A comprehensive study is left for future work.

Math reasoning results on GSM8K. Following (Ye et al., 2024; Gong et al., 2024), we fine-tune
our 1.1B MDM on the augmented training data (Deng et al., 2023) for GSM8K and evaluate it
on the GSM8K dataset (see Appendix B.3 for experimental details). Table 12 highlights that the
performance of our 1.1B MDM closely matches that of the 7B Llama2 model.

Scaling behavior of MDMs on language understanding tasks. As shown in Fig. 3, as validation
loss decreases, the model performance shows a corresponding upward trend, consistent with ob-
servations in ARMs (Du et al., 2024). For efficiency and simplicity, methods to address train-test
discrepancies and unsupervised CFG are not applied in this analysis.

C.2 ADDITIONAL RESULTS OF CONDITIONAL GENERATION

Additional MT-Bench results for MDMs with varying pre-training FLOPs. In Sec. 6, we report
the MT-Bench results of MDM with 1.6×1021 pre-training FLOPs. Here, we present the MT-Bench
result of MDM with 1020 pre-training FLOPs in Tab. 13.

Effectiveness of unsupervised CFG against standard CFG. We first provide an overview of the
standard CFG. During fine-tuning on labeled data, the standard CFG replaces the label with a special
token with a probability of 10%. This special token represents the unconditional distribution, thereby
enabling the simultaneous training of both conditional and unconditional distributions. Especially,
for the implementation of standard CFG in our experiment, we randomly replace the prompt with
the masked tokens with probability 10%.
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Table 13: MT-Bench results of MDM with 1020 training FLOPs.

CFG = 0.4 CFG = 0.6 CFG = 0.8

Score 1.21 1.22 1.23

Table 14: Additional ablation results on unsupervised CFG. The sampling computation in each
column is the same.

Mt-Bench score (sampling steps)

w/o CFG 1.32 (256) 1.35 (512)

w/ CFG 1.56 (128) 1.60 (256)

Table 15: Effectiveness of unsupervised CFG on reverse curse. The unsupervised CFG also
enhances the performance of MDM on the reverse queries.

DescriptionToName NameToDescription

Same direction Reverse direction Same direction Reverse direction

Acc. ↑ Acc. ↑ Acc. ↑ BLEU ↑ Acc. ↑ BLEU ↑
w/o CFG 95 85 52 80 28 60

w/ CFG 97 92 49 76 37 67

In contrast to the standard CFG, unsupervised CFG already leverages large-scale pre-trained data to
obtain a strong unconditional model, therefore we only enhance its conditional distribution during
fine-tuning on paired data.

Both standard CFG and unsupervised CFG employ Eq. (7) during inference.

Additional ablation results on unsupervised CFG. Table 14 shows that unsupervised CFG out-
performs sampling without CFG with half the sampling steps (i.e., equal sampling computation).

Generated sentence of MDM on MT-Bench. We present some answers generated from MDM in
Fig. (4-6).

C.3 ADDITIONAL RESULTS OF REVERSE CURSE

As shown in Tab 15, the unsupervised CFG can also enhance the results of MDM on the reverse
curse.

D EVALUATION METRIC

In this section, we provide an overview of the benchmarks used in Sec. 5 and show some cases from
these benchmarks in Tab. 16.

ARC-Easy. A subset of the AI2 Reasoning Challenge) that focuses on elementary-level science
questions to evaluate the model’s ability to reason through basic scientific concepts.

BoolQ. A yes-or-no question-answering dataset designed to evaluate a model’s ability to understand
and answer questions based on a given passage.

HellaSwag. A metric assesses the model’s commonsense reasoning ability by completing a given
sentence with one of four options.

OpenBookQA. A question-answering dataset modeled after open-book exams for assessing human
understanding of a subject requires multi-step reasoning and the use of additional commonsense
knowledge.
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Figure 3: Scaling properties of MDMs on language understanding tasks. The x-axis represents
the validation loss, while the y-axis indicates the accuracy.

PIQA. Physical Interaction Question Answering is a metric that evaluates physical reasoning abil-
ity by asking models to select the best solution to a given problem involving everyday physical
scenarios.

SIQA. Social Interaction Question Answering is a benchmark for commonsense reasoning and is
established by presenting scenarios that require reasoning about social interactions and the motiva-
tions behind human behavior.

RACE. ReAding Comprehension Dataset From Examinations was designed to evaluate reading
comprehension ability by understanding and interpreting text at a high school level.

LAMBADA. A dataset to evaluate models’ capabilities in text understanding through a final single-
word prediction task based on a given context.
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Table 16: Examples from language understanding benchmarks.

Metric Question Choices

ARC-Easy Which of the following was probably most impor-
tant in the formation of dark, fertile soil that is
good for farming?

A. plant decomposition
B. radioactive decay
C. water erosion
D. wind erosion

BoolQ was the leaning tower of pisa built leaning Yes
No

HellaSwag A camera pans around a set of stairs and leads into
people working out in a class. Several shots are
shown of people working out together while a man
speaks to the camera. the man

A. continues speaking while more people are shown working out
together.
B. is seen crashing into a wall several more times while people
watch on the side.
C. then leads the group on a liquid workout together.
D. continues speaking to the camera while more shots are shown
of them lifting weights and/or speaking to the camera.

OpenBookQA A man plugs his television into an outlet behind a
cabinet. He sees that the television may now be
turned on so that he can watch his favorite show.
The man knows that by hooking the t.v. cord into
the outlet

A. he completed a lap
B. he made a good deal
C. he invented new circuits
D. he completed a circuit

PIQA When boiling butter, when it’s ready, you can A. Pour it onto a plate
B. Pour it into a jar

SIQA Taylor took the poor dog she found on the road to
the vet. What will the vet want to do next?

A. pronounce the dog dead
B. wraps the dog in a towel
C. check to make sure the dogs okay

RACE The article is too long and has been disregarded.
According to the passage, which of the following
statements is TRUE?

A. There is more petroleum than we can use now.
B. Trees are needed for some other things besides making gas.
C. We got electricity from ocean tides in the old days.
D. Gas wasn’t used to run cars in the Second World War.

LAMBADA “Again, he left that up to you. However, he was
adamant in his desire that it remain a private cer-
emony. He asked me to make sure, for instance,
that no information be given to the newspaper re-
garding his death, not even an obituary. I got the
sense that he didn’t want anyone, aside from the
three of us, to know that he’d even .

Not applicable: the LAMBADA metric does not involve choices;
instead, it evaluates the model by predicting the final word of a
given question. For this question, the answer is ”died”.
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Prompt:
A chat between a curious user and an artificial intelligence assistant. The assistant gives
helpful, detailed, and polite answers to the user’s questions. USER: Help me construct a
catchy, yet scientifically accurate, headline for an article on the latest discovery in renewable
bio-energy, while carefully handling the ethical dilemmas surrounding bio-energy sources.
Propose 4 options. ASSISTANT:
Answers:
*Option 1: ” zum Uncovering the Power of Renewable Bio-energy: The Future We Have
and Our Right to Utilize”
This article should handle the ethical dilemmas surrounding bio-energy sources, including
addressing the need for sustainable alternatives, the choices made by developing renewable
bio-energy sources, and the necessary balance the right of honest and technology.
*Option 2: ”Exploring the latest Sustainable Energy for All: Majestic Renewable Bio-Earth
Reports and Stories”/”Comprehensive reports and insights on the latest research in renew-
able bio-energy sources. This may have a focus on renewable energy but should also be
sustainable.
*Option 3: ”Unleashing Record Renewable Energy Production: Exploring Beyond Coal
Stream Options” Record renewable energy production capacity and conditions for develop-
ment. This article focuses on the future of renewable energy sources, while addressing the
challenges involved with sustainatory alternatives.
*Option 4: ”wissenschaft Handling the Environmental Impact of Renewable Energy: Har-
nessing the opportun for Renewable Energy Sources”
One of the ethical dilemmas surrounding bio-energy sources are economic and social dilem-
mas, such as neglecting local, regional, or communities. This article seeks to discuss how
to develop renewable energy sources that reduce the environmental impact and promote
sustainability.
*Option 5: ”: Exploring the Future of Renewable Bio-energy: Navigating the Environmen-
tal Impacts and Source Options”
Discussing decision-making about the practices and consequences of developing renewable
energy sources while ensuring a balance between ethical dilemmas and sustainability.
*Option 6: ”Exploring the Renewable Bio-Earth: Unlocking the Future of Renewable En-
ergy Sources”

Figure 4: Generated sentence of MDM on the MT-Bench (case 1).
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Prompt:
A chat between a curious user and an artificial intelligence assistant. The assistant gives
helpful, detailed, and polite answers to the user’s questions. USER: What are some business
etiquette norms when doing business in Japan? ASSISTANT:
Answers:
Business etiquette is influenced by Western culture, but Japan has many norms of respect
when interacting. Here are some etiquette norms when doing business in Japan:
1. Show respect: Always greet with greets in a respectful manner in a Japanese business:
Always greet with respectful and professional lines when working with Japanese service
workers. Always greet the customers politely unless they have a reason.
3. Practice etiquette: Always make respectful statement and be polite: Always greet some-
one in a respectful manner as it is the cultural norm and always respond respectfully and
in a polite manner.
4. Always work courteously: Always respect when hideholding in Japanese business: Always
respect when dealing with Japanese service workers or officials. Always show respect when
asking for something unless it is courteous and building.
5. Use Japanese apparel and respect Japanese culture when doing business in a Japanese
company: Do not use Japanese or Western companies or meet Japanese officials unless you
are allowed to use their language and respect in Japanese business. While it is common
to use monosma garments, it is not in Japan keeping dignity: Always respect and main-
tain respect: Always respect and maintain your dignity when dealing with Japanese service
workers or especially when answering questions or making demonstrations of professional
respect or respect
7. Request permission: Alwaysƒshow respect when asking permission: Request permission
respectfully, fairly and courteously to avoid a request. Always show respect when asking for
permission unless it is haing.
9. Show respect: Always respect the customer with respect in Japan business: Always
respect the customer with respect. These are a few examples of common business etiquette
norms of respect when doing business in Japan. In general, business etiquette norms de-
pend on the specific industry or branch of operation and may vary depending on your
understanding and circumstances.

Figure 5: Generated sentence of MDM on the MT-Bench (case 2).

Prompt:
A chat between a curious user and an artificial intelligence assistant. The assistant gives
helpful, detailed, and polite answers to the user’s questions. USER: Compose an engaging
travel blog post about a recent trip to Hawaii, highlighting cultural experiences and must-
see attractions. ASSISTANT:
Answers:
An enchanted-eyed traveler recently had the pleasure of discover Hawaii, a tropical paradise
in the heart of the Pacific. The trip offers a diverse and blend cultural experience, repre-
senting the culture and outdoor adventure that Hawaii calls home.
The first thrilling experience is I hadn’t seen a wave breaking before in these green waters.
But I experienced the same thing and witnessed the cool water rushing past me and the
surf noticing caught my attention while peeking at the tall towering waterfalls.
Another cultural experience I had in my trip was exploring the land and its beaches through
snorkeling. It is not just snorkeling, it is discovering beach dunes and sunnaporkeling on
the gorgeous sand of Hana Beach, which is more famous than its name. Whether you can
surf good, hike, or monke, it was a day of exploration.
My trip to Hawaii was a diverse destination with many aspects to explore and not enough
time to see everything. Each culture has its own unique culture, determining the must see
attractions. If you can only take one trip, come here and explore the beauty.

Figure 6: Generated sentence of MDM on the MT-Bench (case 3).
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