Mitigating Semantic Collapse
in Partially Relevant Video Retrieval

WonJun Moon', MinSeok Jung', Gilhan Park, Tae-Young Kim,
Cheol-Ho Cho, Woojin Jun, Jae-Pil Heo*
Sungkyunkwan University
{wjun0830, alstjr88, a0l152a, jackdawson,
gersys, junwoojin, jaepilheo}@skku.edu

Abstract

Partially Relevant Video Retrieval (PRVR) seeks videos where only part of the
content matches a text query. Existing methods treat every annotated text—video
pair as a positive and all others as negatives, ignoring the rich semantic variation
both within a single video and across different videos. Consequently, embeddings
of both queries and their corresponding video-clip segments for distinct events
within the same video collapse together, while embeddings of semantically similar
queries and segments from different videos are driven apart. This limits retrieval
performance when videos contain multiple, diverse events. This paper addresses
the aforementioned problems, termed as semantic collapse, in both the text and
video embedding spaces. We first introduce Text Correlation Preservation Learning,
which preserves the semantic relationships encoded by the foundation model across
text queries. To address collapse in video embeddings, we propose Cross-Branch
Video Alignment (CBVA), a contrastive alignment method that disentangles hierar-
chical video representations across temporal scales. Subsequently, we introduce
order-preserving token merging and adaptive CBVA to enhance alignment by
producing video segments that are internally coherent yet mutually distinctive.
Extensive experiments on PRVR benchmarks demonstrate that our framework ef-
fectively prevents semantic collapse and substantially improves retrieval accuracy.

1 Introduction

Recently, Partially Relevant Video Retrieval (PRVR) [6} 47, 146] has emerged as a significant research
challenge in computer vision. PRVR shares the same objective as traditional Text-to-Video Re-
trieval [26 36, 130L (13,16} 31]], retrieving the video that best aligns with a given text query. However,
the key difference lies in PRVR’s assumption that target videos may be only partially relevant to the
query rather than requiring a perfect semantic match. The primary challenge in PRVR lies in learning
from text-video pairwise annotations. A single video is often associated with multiple distinct text
queries labeled as positive pairs; however, the semantic relationships among these text queries are not
explicitly defined, and fine-grained temporal annotations that indicate their precise alignment within
the video are typically unavailable.

As a result, conventional training for retrieval based on the InfoNCE loss [3}21]] induces a semantic
collapse problem in PRVR. Semantic collapse refers to the phenomenon where paired text queries
and visual segments are excessively attracted to each other while being indiscriminately repelled
from features of other pairs, regardless of their actual semantic similarity. Fig.[T](a) illustrates this
issue within the text embedding space; text queries associated with the same video tend to cluster
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Figure 1: Illustration of semantic collapse. (Up) Untrimmed videos in PRVR encompass diverse
semantics that can be described by different texts. As a result, semantic segments (both text and
video clips) from the same video may convey very different meanings, while segments from different
videos can nonetheless be closely related. For example, Q2 of Video A and Q1 of Video B both
depict “holding a dog”. (Down) Since all queries tied to a given video are treated as positives
and negative queries drawn from other videos, the model pulls together all text embeddings (and
their corresponding video segments) for that video, regardless of true meaning, and pushes apart
semantically similar queries (and segments) from different videos. (a) illustrates that queries of the
same video are pulled together regardless of their semantic relationships (left), while queries with
similar context (holding a dog) are pushed apart (right). (b) shows that video segments also suffer
from the same phenomenon.

together even when they are semantically unrelated, while semantically similar queries are pulled
apart when they are paired with different videos. In addition, the same phenomenon occurs in video
embeddings; video segments drawn from the same video collapse together regardless of their true
semantic differences, as shown in Fig.[I](b). This is because the training guidance is provided by
video ID, not by their individual semantic content. In short, every segment in a video shares the
identical set of paired text queries as positives.

Previous works, e.g., GMMFormer [47] and GMMFormer-v2 [46]], have attempted to address the
semantic collapse within text embeddings. Specifically, these methods explicitly reduce the similarity
between text queries paired with the same video. However, the semantic relationships between text
queries are often overlooked, and the issue of semantic collapse within video embeddings remains
underexplored, leading to sub-optimal performance.

In this paper, we aim to mitigate the semantic collapse in both text and video embeddings for PRVR.
First, we introduce Text Correlation Preservation Learning (TCPL), which leverages CLIP [37], a
vision-language foundation model with a well-structured semantic space. By distilling the seman-
tic relationships encoded in CLIP, TCPL effectively regularizes the semantic collapse within text
embeddings. While TCPL leverages CLIP’s rich text-semantic structure to regularize collapse in
the textual embedding space, we point out that the same approach cannot be directly applied to
video embeddings. This is because CLIP’s pretraining operates on static images, thereby lacking the
capacity to model temporal dynamics [27]].

To this end, we introduce Cross-Branch Video Alignment (CBVA), a dedicated objective to pre-
serve context diversity in the video modality. CBVA utilizes a dual-branch architecture commonly
adopted in PRVR to encode hierarchical video representations and employs a contrastive objective to
differentiate distinct events within a video. Concretely, frame- and clip-level embeddings from the
same timestamp are encouraged to align closely, while those from different timestamps are driven
apart. Then, we further leverage the token merging strategy in two ways to enhance video-adaptivity
within CBVA; (1) order-preserving token merging is introduced for semantically consistent video clip
aggregation, and (2) bipartite token merging [[1]] is leveraged to organize representative contexts within
each video. By encoding clips in a context-aware manner, we encourage videos to be represented in
line with their true semantic content. Consequently, with TCPL and CBVA combined, our method
achieves state-of-the-art performances in all tested benchmarks.



In summary, our contributions are (1) We propose Text Correlation Preservation Learning, which
leverages the semantic relationships within the foundation model to address semantic collapse
within text embeddings, (2) We propose Cross-Branch Video Alignment to mitigate the semantic
collapse in video modality by distinguishing distinct events within a video, (3) We leverage token
merging strategies to encourage the precise video alignment, and (4) Our method achieves superior
performances across all datasets in PRVR.

2 Related Work

Partially Relevant Video Retrieval. PRVR aims to retrieve untrimmed videos that are partially
relevant to a given query [6, (19} 20, 51]]. MS-SL [6]] addresses this challenge by proposing a dual
encoding strategy that explicitly separates features for frame and clip segments, capturing different
temporal scales within untrimmed videos. Subsequently, DL-DKD [[7] leverages CLIP [37] to enhance
PRVR performance by distilling text—frame similarity. GMMFormer [47] introduces a Gaussian
Mixture Model-based Transformer that enables efficient retrieval with a reduced set of video features.
It also identifies semantic collapse as a key challenge and proposes a query-diverse loss to enforce
separation among multiple text queries linked to the same video. Building on this, GMMFormer
v2 [46] further addresses semantic collapse by explicitly controlling the degree of semantic separation
between queries associated with the same video. Unlike these methods that only enforce separation
among a small set of queries, our approach aims to leverage their true semantic relationships and
additionally mitigates semantic collapse in the video embedding space.

Knowledge Distillation. The aim of knowledge distillation is to train a student model with fewer
parameters to achieve performance comparable to a larger teacher model [[15]]. For classification tasks,
Kullback-Leibler divergence loss is widely applied to align the student’s output distribution with
that of the teacher after the softmax layer, allowing the student model to learn from the teacher’s
predictions. Subsequently, transferring knowledge at the intermediate feature level has been the
next stream [45] [18] |4]. However, as they fail to effectively capture the relationships between
individual features, Relational Knowledge Distillation (RKD) [35) 29, 41] was proposed to distill
the relationships within the semantic space of the teacher model to that of the student. In PRVR, the
problem of semantic collapse occurs due to the lack of consideration for relationships among queries
paired with the same video, as well as across queries from different videos. Therefore, we leverage
RKD to transfer structured semantic relationships within the foundational model to typical PRVR
network designs [6} 47, /46] that often suffer from semantic collapse.

Token Merging. Token merging [} [2} 34]] has been proposed to improve the efficiency of Trans-
former [42] by reducing token redundancy. A representative method, ToMe [1], uses bipartite
matching on token similarities to merge spatial tokens in the vision transformer. Recently, token
merging strategies have been extended to the video domain. For example, LearnableVTM [23]] learns
per-patch saliency scores and applies for merging across long videos. TempMe [38] sequentially
merges tokens within progressively larger fixed-window clips, addressing both spatial and temporal
redundancy for retrieval. In contrast, our work applies token merging for two purposes: we merge
semantically-coherent adjacent video frames to assemble coherent contexts in each video clip, and
leverage token merging to determine the representative context within each video. These facilitate
precise alignment between hierarchical video representations.

3 Method

3.1 Preliminary

Our architectural design is illustrated in Fig.[2] Similar to prior works, we employ pretrained encoders
to extract tokens, which are processed through trainable layers.

Text encoder. Given a batch of text inputs, we utilize the pre-trained text encoder to extract text tokens
T € RBa*Laxda where B,, L, and d, denote the number of text queries, the number of words per
query, and the dimension of query representation, respectively. The sequence of word tokens includes
[SOS] (start of sequence) at the beginning and [EOS] (end of sequence) at the end, making the total
number of tokens L. These tokens are forwarded through projection layers and transformer layers to

produce text representations T € RBa*Laxd for downstream text-video retrieval, where d denotes
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Figure 2: Method overview. We extract text and visual tokens with pretrained backbones, which
are then processed via transformer layers. Text tokens are aggregated via attention pooling to
produce a single query token T’ for each text query. Also, following prior works, dual-branch visual
tokens are encoded (both frame- and clip-level), producing a sequence V' of video tokens for each
level. A baseline retrieval loss £°¢ aligns T with the most similar video token at each level. To
mitigate text-side semantic collapse, Text Correlation Preservation Learning transfers CLIP’s query
relationships. On the other hand, Cross-Branch Video Alignment aligns hierarchical segments by
timestamping to mitigate collapse and preserve visual details. Furthermore, CBVA is precisely
enhanced by constructing coherent clips with Order-Preserving Token Merging and improving
adaptivity (illustrated in Sec. [3.3).

the projected dimension. Finally, attention pooling is applied to T to derive a single aggregated token
T € RBaxd that represents the final representation of the text query.

Video encoder. For a batch of B, videos with L frames each, we utilize the pre-trained image or
video encoder to extract a visual token (e.g. [CLS] token from CLIP) for each frame, generating
frame tokens V; € RBv*Lsxdv Additionally, to represent moments of varying temporal lengths,
the frame tokens V are aggregated into video clips in the clip branch, to generate clip-level tokens
V, € RBvxLexdu \where L. denotes the number of clips per video. Note that our clip construction
process is performed with order-preserving token merging, which is discussed in Sec.[3.3] Then, each
frame and clip token is encoded independently through the transformer layers to capture contextual
relationships. Consequently, V; € RBv*LrXd and V, € RBv*Lexd are produced for final video
representations.

Training objective. To retrieve a video with the given text query, we perform similarity matching
between the representations from two modalities. Specifically, during training, we first select one
video token per video that yields the highest similarity to the given text query in both frame and clip
branches. Then, these video tokens (one from each video representation) are used to conduct retrieval
for training using InfoNCE loss [3| 21]] and triplet ranking loss [8]]. Accordingly, the final training
objective is formulated as follows.

LO% = L0+ L + L+ L7 €]

where £ and £ indicate the InfoNCE loss and triplet ranking loss, respectively, and £7 and L
represent the clip-level loss and frame-level loss, respectively.

Problem definition: semantic collapse. Existing PRVR approaches suffer from semantic collapse
which indicates that the general relationships among queries and videos are disrupted. This phe-
nomenon occurs because pairwise text-video annotations (which only specify positive relationships)
are used for learning PRVR. Specifically, in PRVR, each video is associated with multiple distinct
text queries, which triggers the typical contrastive learning to encourage the queries paired with the
same video to cluster together, while text queries paired with different videos are separated as they
are attracted to different videos. In this work, we attempt to alleviate the semantic collapse within the
text embedding in Sec.[3.2]and video embedding in Sec.[3.3]



3.2 Semantic Collapse in Text Embeddings: Text Correlation Preservation Learning

Previously, GMMFormer [47]] and GMMFormer-v2 [46] have attempted to address semantic collapse
in that they enforced separation between text queries paired with the same video. However, we argue
that they only partially alleviate the semantic collapse since all text queries paired with the same
video are pushed apart without considering their actual semantic relationship.

To mitigate this issue, we propose Text Correlation Preservation Learning (TCPL), which leverages
the well-structured semantic space of CLIP. Specifically, TCPL explores the semantic relationships
between text queries within the CLIP semantic space and distills the relationships toward the retrieval
space. In this work, we measure the relationships with two metrics: Euclidean distance and angular
distance. These two metrics are defined with the pair (x,y) and triplet (x,y, z), where x,y, and z
denote text embeddings, respectively, as follows:

1 X—y zZ—-Yy
e — _ . a = : 2
o) = Ix =yl f10xy.2) <||x—y2’||z—yllz> ®

f¢and f® denote Euclidean and angular distance functions, respectively. u represents the average
distance among all tokens in the mini-batch and (x,y) denotes the dot product of x and y.

To measure the semantic relationships within the text embedding space of CLIP, we first gather [EOS]
tokens of CLIP in the mini-batch. We define the set of [EOS] tokens in a mini-batch as follows:

TS =T 1, To1,,--- TB,1,} € REdar, ?3)

where T 1, represents the [EOS] token of the first text query within the mini-batch. Note that
[EOS] is used for the distillation since [EOS] conveys more informative clues than other tokens in
CLIP [49] and using [EOS] reduces computational overhead compared to token-wise distillation.
Then, the knowledge of CLIP is distilled towards the encoded text tokens, 7. Specifically, we distill
the pairwise Euclidean distance relationships and triplet angular distance relationships from the CLIP
text embeddings into the text-video joint embedding space. The distillation process is expressed as:

1 -
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where B, = {1,2,..., B,} stands for a set of indices such that |B,| = B, and £ denotes Huber
loss [[14]], which leads stable training by behaving as L2 loss for small errors and L1 loss for large
errors. Finally, the objective for TCPL is defined as follows:

LTCPL _ AE,CE + )\AﬁA, (6)

where A¥ and \* are weights for £F and LA, respectively. By preserving the well-structured semantic
relationships within the foundation model, TCPL mitigates semantic collapse within text embeddings.

3.3 Semantic Collapse in Video Embeddings: Cross-Branch Video Alignment

Semantic collapse also occurs within the video modality. While the conventional text-video retrieval
loss effectively pushes apart videos with different semantics, it does not explicitly preserve the
multi-contextual nature of events within a single video. As a result, contextually distinct segments
within the same video may collapse into similar embeddings, limiting intra-video discriminability.

Therefore, we introduce Cross-Branch Video Alignment (CBVA) that aims to disentangle the repre-
sentations of distinct events within a video, thereby mitigating semantic collapse. Specifically, we
leverage the representations from the typical dual-branch architecture used in PRVR frameworks, with
separate encoders for clip- and frame-level branches [6} 47]. In CBVA, timestamp correspondence is
leveraged to align each video frame with its matching clip segment while repelling it from segments at
other timestamps. However, simply aligning different levels of video representation proves ineffective.
This issue stems from the common practice of generating clip segments by uniformly average-pooling
fixed-length segments [0} 46]], which causes each clip to cover multiple contexts that can overlap
across adjacent segments.



Order-Preserving Token Merging. To address the fragmentation of temporally adjacent content
in untrimmed videos, we first introduce Order-Preserving Token Merging (OP-ToMe) to construct
consistent clip segments V., as shown in Fig.|2| Unlike general token-merging schemes that may fuse
tokens from arbitrary spatial or temporal locations [1} 38]], OP-ToMe restricts all merging operations
to pairs of tokens drawn from successive frames, thereby preserving the original playback order (for
stable temporal modeling). Concretely, given a sequence of per-frame tokens, we first compute cosine
similarities between disjoint adjacent-frame pairs. We then select the approximately top-N % of most
similar adjacent-frame pairs and merge each into a single clip token. This merging procedure is
repeated for M iterations until the frames are aggregated into the standard 32 clips used in prior
work. At each merge, the two tokens are fused via a size-weighted average of their feature vectors.
Note that the proportional attention mechanism [[1] is integrated in our framework to account for each
token’s size (the number of raw frames it represents). By repeating this process, OP-ToMe produces
a condensed sequence of clip segments that (1) maintain strict temporal order, (2) retain coherent
contextual semantics, and (3) reduce redundant information across frames—properties that are crucial
for robust performance in PRVR. We provide the algorithm for OP-ToMe in the Appendix.

Cross-Branch Video Alignment. Once the context-consistent clips are constructed via OP-ToMe,
we perform cross-branch contrastive learning to encourage fine-grained temporal discriminability
within each video. Specifically, each clip token and its corresponding frame tokens are treated as
positive pairs, while frame tokens from other temporal moments in the same video are regarded as
negatives. This facilitates the model in learning to distinguish between different contextual segments
of a single video. Formally, given that V, = {58’}5;1 and Vy = {17](‘.] )}JL:f , denote the clip-level and
frame-level video tokens respectively, we also define the set of associated frames of each clip ¢ as:

F; = {o}[6(j) =i}, Xi=|Fi, )
where §(-) returns the clip index of a frame among the L. clips. Then, the objective of CBVA is
formulated with frame-to-clip and clip-to-frame NCE as:

exp(s1rn(vf7 vc( )

Z]L | exp(sim(v5, vg

Lg L.
1 1 ' exp(sim(F;[z], 92))

[CBVA _ 2 :1 _ E =1 8
Ly = o8 Le = Z flexp(SIm(vf, 7t)) ) ®

where sim(+, -) denotes cosine similarity and IF; [x] is the z-th frame token in the set IF;.

Adaptive CBVA. Although CBVA disentangles different contexts within a single video, real-world
footage often contains an unknown (potentially variable) number of distinct contexts. Consequently,
applying the contrastive objective in Eq. [8| with a fixed clip length L. may introduce noise: for
example, an interview video composed of largely homogeneous frames will nonetheless be split
into L. segments, unnecessarily fragmenting coherent content. To address this, we first estimate the
number of contexts in each video and then adaptively aggregate L} representative clips to guide
precise CBVA. We employ bipartite token merging [1]] to extract representative clip segments, since
semantically similar content may occur intermittently or across non-contiguous intervals within a
video. However, optimizing the number of semantics per video is costly during the token merging
process. Therefore, we instead pre-define a discrete set of clip numbers based on a fixed merge rate,
and then match each video to the level that best reflects its internal similarity structure (number of
different semantics). To initially establish a discrete set of clip levels, we define N% to denote the
merge rate and Cyy;, to represent the minimum number of semantically different clips in each video.
Then, we generate K levels of clip number candidates {L?}X | by recording clip number after each
merge step as:

Li— (Li/2) x (N/100) + 1
2

and let K be the largest index for which LX > C,;,. Next, we compute a high-similarity ratio w
for each video by measuring the fraction of clip-pair cosine similarities (using frozen features from
the backbone V) that exceed a threshold 7. A low w indicates many distinct contexts, so we retain
the full original clip set (L¥ = L.). Otherwise, we select the smallest k& € {1,..., K} satisfying

w > T’ and perform k—1 iterations of bipartite merging at rate N %, yielding L* LF final clips.
We remark that, for simplicity, we use the same merge rate N% as OP-ToMe. Consequently, in Eq. I
the original clip segments are replaced with these merged clips to further enhance video adaptivity.
Detailed algorithm for both merging processes are provided in the Appendix.

L}: = L., Li+1 = max(2 X I_ J7 Cmin)a )



Table 1: Ablation study on QVHighlights dataset. Table 2: Performance when using variants of
video correlation preservation learning instead

| Model | R R5 RI10 RI00 SumR of Cross-Branch Video Alignment.
(a) [ Baseline 21.8 481 60.6 950 2255 Method | RT_R5 RI0 R100 SumR
(b)|+ TCPL 22.8 49.5 63.3 95.0 230.6 ‘(a) TCPL baseline 22.849.5 63.3 95.0 230.6
(c) |+ Naive CBVA  (22.8 49.4 63.7 95.0 231.0 (a)+ Retrieved segment|23.4 50.4 63.4 94.6 231.7
(d) |+ OP-ToMe 24.2 50.4 63.0 94.9 232.5 (a)+ Uniform Sampling|22.5 50.8 64.1 94.9 2323
(e) |+ Adaptive CBVA |23.9 51.5 63.7 95.5 234.6 Ours 23.9 51.5 63.7 95.5 234.6

3.4 Total Training Objective

Finally, our total objective with retrieval, TCPL, and CBVA losses is expressed as:

ﬁoverall _ ﬁbase + ETCPL 4 )\CBVAECBVA. (10)

4 Experiments

Datasets & Metrics. We evaluated our method on four PRVR datasets: QVHighlights [24]], TVR [25]],
ActivityNet Captions [22]], and Charades-STA [[12]. QVHighlights[24]] is a collection of news and
vlog-style videos, recently reorganized for PRVR[32]. Each video is paired with an average of 3.3
text queries describing semantically diverse segments. TVR [25] is built from scenes across six
popular TV shows, with each video annotated by five text queries targeting different segments. The
training set contains 17,435 videos and 87,175 queries, while the evaluation set includes 2,179 videos
and 10,895 queries. ActivityNet Captions [22] is sourced from YouTube videos, with an average of
3.7 text queries per video. The dataset includes 10,009 videos for training and 4,917 for evaluation.
Charades-STA [12] extends the original Charades dataset by adding sentence-level annotations
for specific temporal segments. It consists of 13,898 video-sentence pairs for training and 4,233
for evaluation. For evaluation, we use recall-based metrics, which are commonly used in retrieval
tasks [43][11!48, 17, 9] 44]. We denote this metric as R@(Q, where () represents the proportion of
queries for which the correct video appears within the top-() ranked results. Additionally, SumR is
the sum of all R@() used for evaluation, assessing the overall retrieval performance.

Implementation Details. For feature extraction, we follow recent works [} 33} [32]]; we extract
video features with CLIP-B/32 [37] and Slowfast [10]], and use CLIP-B for text embeddings for
QVHighlights, and use CLIP-L [37] for encoding both modalities in other datasets. Hyperparameter
configurations are adopted from GMMFormer-v2 [46] (e.g., learning rate, batch size, epochs, and
optimizer settings) except for the fusing ratio between the frame and clip branches. We assign a frame
score weight of 0.6 and a clip score weight of 0.4. All loss coefficients are fixed across datasets:
A =15, A = 30, and A“BVA = 0.1. To construct consistent clips with OP-ToMe, we set N to
75% (Note that M is then computed automatically from N to match the number of clips used in prior
works [46] 16].) Finally, we set the minimum clip count per video to Cp,;, = 5, and set a similarity
threshold 7 to 0.7 for QVHighlights, 0.8 for TVR and ActivityNet-Captions, and 0.85 for Charades.
The reason behind using varying 7 is that the internal segment-to-segment similarity distributions
differ; QVHighlights exhibits the lowest similarities, TVR and ActivityNet-Captions are intermediate,
and Charades shows the highest. All experiments are conducted on a single RTX A6000 GPU and an
Intel Xeon Gold 6338 CPU (2.00GHz) for all datasets.

4.1 Ablation Study

Studies are conducted on QVHighlights, which includes numerous events in each untrimmed video.
The default configuration used to generate the reported results is highlighted in grey.

Component ablation. To quantify the contribution of each module, we report a component-wise
ablation in Tab. [T} Our baseline is built upon GMMFormer-v2 architecture [46], only trained with the
standard retrieval loss £°%¢. Then, we sequentially add Text Correlation Preservation learning (TCPL)
and Cross-Branch Video Alignment (CBVA), which are introduced in Sec. @] and Sec. @ Initially,
in row (b), incorporating TCPL mitigates semantic collapse in the text embedding space, yielding a
notable gain over the baseline. From row (c) to (e), we subdivide the CBVA into (c) Naive CBVA,
(d) adding OP-ToMe, and (e) applying adaptive CBVA. Specifically, the basic CBVA objective



Table 3: Ablation studies of various components on QVHighlights. ‘Coef” denotes coefficient.
(a) TCPL ratio.  (b) TCPL coef. (c) TCPL Source. (d) CBVA coef. (e) Merge rate. (f) Threshold 7.
DG [ SumR AF A [ SumR Model SumR ABVA T qumR N% | SumR 7 | SumR

I:1(15,15) | 229.7 5 10 | 2315 CLIP-B 234.6 0.1 234.6 50 [ 2326 051 2343
2:1(30,15) | 231.8 10 20 | 2335 CLIP-L 235.6 0.15 234.9 75 234.6 0.6 | 2335
1:2 (15,30) | 234.6 15 30 | 2346 OpenCLIP-B | 235.4 0.2 232.9 0.7 | 2346
_— 20 40 | 2325 OpenCLIP-L | 236.4 S 0.8 | 232.6

produces only a marginal increase in performance since fixed-length clip segments may encompass
multiple overlapping contexts. However, we find that augmenting CBVA with OP-ToMe to construct
semantically consistent clip segments drives a performance boost by reducing spurious alignments
across events. Finally, dynamically adjusting each video’s clip count according to the estimated
number of video contexts further refines the alignment, producing a substantial gain. These results
confirm that addressing both the text- and video-side semantic collapse is significant for PRVR.

Video Correlation Preservation Learning (VCPL). Similar to TCPL, one can assume that we
can apply the identical approach to video embeddings to mitigate semantic collapse. However, this
direct adaptation is suboptimal since CLIP’s video embeddings cannot model temporal dynamics.
To substantiate this, Tab. 2] compares VCPL against our CBVA. ‘Retrieved segment’ is conducted
similarly to TCPL; we first select the representative video token for every text query by identifying
the token with the highest similarity within the paired videos (using ground-truth pair) and distill the
relationships between representative video segments. Also, we study the variant of VCPL where we
uniformly sample 4 segments per video and conduct relation learning between all sampled segments
from the mini-batch. Although these approaches yield a modest improvement, we find that these
variants lag behind CBVA by 2.3 points in SumR. VCPL is applied to both clip and frame branches.

Loss coefficients. For our training objective, we control the TCPL loss with A¥ and A4, and the
CBVA loss with A®B¥A_ In Tab. [3a] we first studied the \® : A\ over {1 : 1,2 : 1,1 : 2}. Then,
in Tab. [3b] with a 1:2 ratio, which yields the best performance, increasing both weights to (15, 30)
improved performance; beyond that, gains plateaued. For CBVA, in Tab. [3d] performance rose as
ACBVA increased up to 0.15, but for simplicity across datasets, we fixed it at 0.1.

TCPL source model. By default, we use the pretrained text encoder as the source model for TCPL
to provide semantic relationships (CLIP-B for QVHighlights and CLIP-L for other datasets). To
assess sensitivity to the source model, we replaced CLIP-B with alternative vision—language encoders
and measured SumR on the QVHighlights dataset in Tab. As observed, swapping in the larger
models (e.g., CLIP-L and OpenCLIP-L) increased SumR by up to 1.8 points. These results indicate
that TCPL’s effectiveness scales with the quality of the source model’s semantic structure.

Token-Merging Ratio. We use a single merge rate N % for both OP-ToMe and adaptive CBVA. Em-
pirically, setting IV to approximately 75% reduces 128 frames to 32 clips in only a few steps (matching
the standard PRVR frame/clip counts), while keeping computational overhead minimal. As Tab. [3¢]
shows, increasing the number of merge iterations while lowering the per-step ratio to 50% actually
degraded accuracy. Thus, we fix N = 75% across all datasets.

Adaptively measuring video context number. We determine the optimal number of contexts for
each video by thresholding the pairwise similarity among its clips at a value 7. In this work, we vary
T to evaluate how sensitive our context-count estimation is to this threshold. As shown in Tab. [31] the
adaptive CBVA method exhibits only minor fluctuations across different 7 values, indicating that it is
robust to the choice of similarity threshold between 0.5 and 0.8.

4.2 Comparison with the State-of-the-Art

L Table 4: Results on QVHighlights. { denotes
QVHighlights. In Tab. we report results on  reproduced resuls.

QVHighlights [24], a recently introduced benchmark

for PRgVR.gTo illustrate, our Izlethod outperforms the Methods [RI_R5 RIO R100 SumR
previous state of the art by up to 8 points in SumR. (l;/IMSN?II; [[467]] %gg jg; gg; g;‘g ;ﬁ?
We attribute these gains to our method’s capability to AMDNet [39] 174 408 550 93.4 206.6
mitigate semantic collapse, especially when videos  pGMNet [50] 20.6 463 58.8 94.0 2197
exhibit frequent and rapid event transitions. GMME-v2 [46]]t|21.7 48.0 60.5 95.0 225.2

TVR & ActivityNet-Captions & Charades. Tab. [3] ProtoPRVR [32] |22.6 48.8 61.3 93.9 226.6
reports results on these three datasets. Specifically, L 2 SILy T UE PR




Table 5: Performances on TVR, ActivityNet Captions, and Charades-STA using CLIP-L/14 backbone.
1 are reproduced results, and all results on Charades are reproduced with official codes.

TVR ActivityNet Captions Charades-STA
RI R5 RIO RIO0O SumR| RT R5 RI0 RI00 SumR|[RI R5 RIO0 RI00 SumR

CLIP zero-shot |16.2 33.5 41.8 75.7 167.2|15.1 339 45.1 789 1729|2.0 81 13.6 494 73.1
MS-SL [6] 31.9 57.6 67.7 93.8 251.0|14.7 37.1 504 84.6 186.7 3.4 11.5 18.7 62.5 96.0
GMMF [47]] 29.8 54.2 64.6 92.5 241.1|15.2 37.7 50.5 83.7 187.1|2.7 10.5 16.7 59.4 89.3
AMDNet [39] |27.7 52.3 63.3 92.3 235.6|14.0 36.3 499 84.2 184.5|2.1 7.8 139 572 8l1.1
BGM-Net [50] |31.1 56.3 66.5 93.8 247.7(15.6 37.9 51.3 854 190.3|3.0 11.8 18.2 63.7 96.7
GMMEF-v2 [46]1[34.0 59.7 69.8 94.5 258.1|17.1 40.6 53.7 85.5 196.9 3.1 11.6 18.2 61.4 942
ProtoPRVR [32] |34.7 60.0 70.1 94.4 259.2(16.0 38.8 52.4 85.1 1923| - - - - -

ARL [3] 34.6 60.4 70.7 944 260.1|15.3 384 51.5 852 1904| - - - - -
Ours 351 61.6 71.5 94.9 263.1 |17.7 42.0 55.6 86.8 202.1|3.2 12.6 20.1 63.8 99.7

Method

Table 6: Inference time (ms) and memory (MB) across varying size of video database.

Method Metric Number of Videos

100 200 300 400 474

MSSL Time (ms) 3.09 3.85 4.66 5.14 5.58
Memory (MB) 717.47 796.15 874.83 954.14 1010.89

GMMEF Time (ms) 1.97 1.98 1.99 2.02 2.05
Memory (MB) 243.11 248.95 25478 260.62 264.10

Time (ms) 2.31 2.38 2.40 2.61 2.78
GMMF-v2 Memory (MB) 419.75 440.18 459.62 480.55 493.46

o Time (ms) 2.32 2.37 2.40 2.60 2.70
urs Memory (MB) 419.75 440.18 459.62 480.55 493.46

our method achieves state-of-the-art results on all datasets. The performance gains on these datasets
are relatively modest compared to QVHighlights, primarily because QVHighlights exhibits very
little overlap between different queries and video segments for the same video, making it especially
susceptible to semantic collapse. Despite this, our method maintains state-of-the-art performance
across all benchmarks, underscoring its generalizability and effectiveness.

Efficiency. In Tab. [6] we report infer- Table 7: Training efficiency and model complexity.
ence/training time and memory, along with
model parameters and FLOPs on QVHigh- Training details MSSL GMMF GMMF-v2  Ours
lights. Reported times are averaged over 5 Time/epoch (ms) 10934 12,828 17,223 62,641
runs. For the inference, we measure the infer- Memory (MB) 2,375 3,333 7,826 9,755
ence time and memory across database sizes ~Model params (M) ~ 4.57  12.72 32.14 3214
from 100 to 474 videos. As shown, our method FLOPs (G) 0.37  0.99 278 278
attains the second-lowest inference latency

and memory footprint while achieving substantially higher retrieval accuracy. Note that inference
time refers to query time since video features are precomputed and cached in practical deployments.
Training statistics in Tab. [/|show higher time and memory due to learning fine-grained video context,
but this cost is paid offline, whereas inference efficiency governs real-world deployment where latency
and memory are critical.

4.3 Analysis

Table 8: Semantic similarity comparison between text and video instances per video. Intra Sim is the
average similarity among instances of the same video, Total Sim is the average pairwise similarity
across all instances, and Diff. Norm is computed as (Intra Sim — Total Sim)/(Intra Sim + Total Sim)
to represent the normalized gap between Intra Sim and Total Sim.

Method Modality | Intra Sim Total Sim Diff. Norm | Modality | Intra Sim Total Sim Diff. Norm
GMMF [47] 0.1175  0.0113 0.8245 0.6419  0.0623 0.8230
GMMF-v2 [46] | Text 0.1646  0.0196 0.7872 Video 0.6041  0.0387 0.8796
Ours 0.2198  0.0813 0.4600 0.5531  0.0812 0.7440

Similarity Structure. We compare the pairwise similarity between queries (video segments) asso-
ciated with the same video (Intra Sim) and between all instances across videos (Total Sim). If the
relationship between contexts and their descriptive queries within each video were indistinguishable



from that observed across different videos, Diff. Norm would equal O; if every context within a
video were identical, Diff. Norm would equal 1. For the analysis, we leverage QVHighlight to assess
semantic collapse via similarity structure, as it exhibits relatively minimal semantic overlap among
queries within the same video. As shown in Tab. [8} our method substantially reduces Diff. Norm to a
point where we claim that our method preserves an appropriate level of relative coherence within

each video (not too low) while also mitigating semantic collapse (not too high).

Spearman rank correlation with CLIP. We assess whether our
method effectively preserves the semantic structure compared to
baseline approaches. Specifically, we measure how each method
preserves the semantic structure of CLIP using Spearman’s rank
correlation [4Q). For the evaluation, we use the pooled text to-
kens T' from each PRVR model to compare with the [EOS] tokens
within CLIP query embeddings. Tab. [9]demonstrates how our pro-
posed method well preserves the semantic relationships between text

queries, thereby mitigating semantic collapse.

Qualitative results. Fig. 3] shows qualitative re-
trieval results for a text query. Our method cor-
rectly retrieves and localizes the video token that
overlaps the query’s target moment (within addi-
tional temporal margin [32]]), whereas the
baseline models are distracted by superficially
similar content (depicting generic ocean scenes).
This failure stems from their embedding collapse,
which blurs distinct events with similar global
semantics. In contrast, by preserving fine-grained
semantic structure, our approach disambiguates
these contextually similar contexts and retrieves
the exact segment corresponding to the query.

5 Conclusion & Limitation

Conclusion. In this paper, we address semantic
collapse in PRVR, where semantically diverse
text queries and video segments are undesirably
attracted or repelled due to pairwise annotation

Table 9: Spearman’s rank cor-

relation with CLIP.
Method | CLIP
Baseline 35.40
MS-SL [6] 37.17
GMMF 36.06
GMMF-v2 [46] 35.74
Ours 68.18

Query: “The camera is submerged in the water
filming the ocean and divers.”

GT Video )
(c) Ours
Figure 3: Retrieval example. ‘GT Video’ denotes
the ground-truth paired video to the query. v/, A,
and X indicate whether the retrieved video token
is semantically aligned or not, regardless of its
origin from the ground-truth video.

schemes. To mitigate this, we propose a unified

framework consisting of Text Correlation Preservation Learning (TCPL) and Cross-Branch Video
Alignment (CBVA). TCPL distills the relational structure from CLIP to preserve semantic consistency
across text queries, while CBVA aims to structure video embeddings according to their inherent
semantics, supported by our token merging strategies. Extensive evaluations highlight the importance
of addressing semantic collapse for effective PRVR.

Limitation. Our method has two limitations. First, as our method builds upon the pretrained CLIP
model, it can inherit weaknesses; it may struggle with fine-grained spatial/directional queries (e.g.,
distinguishing "left of" from "right of"). However, we emphasize that this limitation does not extend
to compositional understanding. As we demonstrate in the Appendix, our method actively corrects
CLIP’s common failure modes where the queries involve multi-entity contexts and multi-event
temporal compositions (recovering 28% of CLIP’s RQ1 failure cases and 57% of its RQ10 failure
cases). Second, our framework incurs an increased training cost. However, for deployment, our model
architecture does not introduce any new modules that increase inference time, incurring no additional
latency compared to standard retrieval baselines.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: Claims including contributions are included in abstract and introduction.
Guidelines:
* The answer NA means that the abstract and introduction do not include the claims
made in the paper.
* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.
* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.
* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

13



2. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: Limitation is included in the paper.

Guidelines:

The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: [NA |
Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
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Justification: Details are in implementation details. Code will be released with data links.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: Code will be released (https://github.com/admins97/MSC_PRVR).
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Yes. Check implementation details and code. The intuition behind choosing
the value of hyperparameters is in implementation details.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: We used fixed seeds for all experiments, ensuring identical results across runs
and reproducibility of the findings.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

 For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the
experiments?

Answer: [Yes]
Justification: Check implementation detail for GPU and CPU.

Guidelines:
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* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We checked the code of ethics.
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Societal impacts are included in the supplementary material.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA|
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Justification: [NA ]
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cited every asset we used.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: [NA |
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

 The paper should discuss whether and how consent was obtained from people whose
asset is used.

At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
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Answer: [NA]
Justification: [NA |
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

¢ Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: [NA ]
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA|
Justification: Only used for grammar check and editing.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Table A1: Sensitivity to temperature 7 across datasets. Rows marked with gray indicate the default
configuration used in the main results.

Dataset 7 R@1 R@5 R@I10 R@100 SumR

0.70 35.6 61.0 70.8 95.0 2624
0.75 355 612 71.1 949 2626
TVR 0.80 351 616 715 949  263.1
0.85 351 612 712 95.0 2625
0.90 351 61.1 71.1 949 2622

0.70 17.6 419 554 86.8 201.7
0.75 17.8 419 554 86.7 201.8
ANet 080 17.7 42.0 556 86.8 202.1
0.85 17.7 421 553 86.8 201.9
090 17.2 419 555 86.8 201.4

070 33 11.6 198 63.9 98.6
075 34 127 194 64.8 100.3
CHA 0.80 34 120 187 64.5 98.6
085 32 126 20.1 63.8 99.7
090 33 124 19.1 64.0 98.9

A Further Analysis on Hyperparameter Sensitivity

We noted that all hyperparameters are unified across datasets except the similarity threshold 7,
which we set per dataset to account for different internal segment-to-segment similarity distribu-
tions [32]. Beyond the QVHighlights ablation, Table|A1|evaluates 7 sensitivity on TVR, ActivityNet-
Captions (ANet), and Charades as well. Empirically, QVHighlights exhibits the lowest similarity
levels, TVR and ANet are intermediate, and CHA shows the highest. Accordingly, we adopt 7=0.70
for QVHighlights, 7=0.80 for TVR and ANet, and 7=0.85 for CHA. As shown, varying 7 within a
moderate range causes only minor fluctuations in each dataset, indicating that performance is not
overly sensitive to this hyperparameter once set near the optimum.

B Impact of CLIP’s Failure Rate on TCPL

In this section, we evaluate whether TCPL inherits or corrects CLIP’s semantic errors in the PRVR
setting. We conduct this study on the TVR dataset since most text queries in TVR involve multiple
named entities or sequential actions that require the capability to comprehend complex temporal and
contextual cues. On the test set of TVR (10,895 queries), we mark a success when the ground-truth
video appears within the top-Q retrieved results (Q € {1,10}) and compare our model (with TCPL)
to zero-shot CLIP via a 2x2 outcome matrix. Specifically, for each text query, we record (i) both
correct, (i) ours correct & CLIP wrong, (iii) ours wrong & CLIP correct, and (iv) both wrong. Tab.[A2]
reports the counts (and proportions).

To illustrate, when (Q=1, our model corrects 2,551 of CLIP’s failures (while the reverse occurs in 500
cases); at =10, the corresponding counts are 3,627 vs. 386. Our proposed framework also retains
CLIP’s strengths, answering correctly together on 1,277 (R@1) and 4,162 (R@10) queries.

We further analyze the instances where one model succeeds and the other fails. When CLIP fails,
the correct item is, on average, ranked 56th, indicating severe confusion. These failures consistently
involve queries with multi-entity contexts and temporal compositions. For example, CLIP ranked
the correct video at 237 for “Sebastian grabs his folder and stands up from the table” and at 418 for
“George pulls back on Meredith’s rolling chair and drags her”. By contrast, when our model fails
but CLIP succeeds, the ground-truth video is still ranked highly, with an average position of 6.7.
These cases are typically simple and object-centric queries requiring little compositional or temporal
reasoning. For instance, CLIP correctly retrieved the videos for “House takes a sip of soda from
the bottle” and “Joey is folding his coat in the kitchen”, while our model placed them at rank 2.
Taken together, these outcomes demonstrate that the retrieval objective reshapes the representation
toward task-specific temporal and compositional semantics, with TCPL preserving robust high-level
alignment while correcting CLIP’s fine-grained failure modes.
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Table A2: Comparative analysis of retrieval correctness between our model and zero-shot CLIP on the
TVR test set (10,895 queries), evaluated using (a) Recall@1 and (b) Recall@ 10 as success criteria.
Values are raw counts with percentages in parentheses.

(a) Recall@1. (b) Recall@10.

CLIP correct CLIP wrong CLIP correct CLIP wrong
Ours correct 1277 (11.7%) 2551 (23.4%) Ours correct 4162 (38.2%) 3627 (33.3%)
Ours wrong 500 (4.6%) 6567 (60.3%) Ours wrong 386 (3.5%) 2720 (24.9%)

Algorithm 1 Order-Preserving Token Merging (OP-ToMe)

Require: Frame tokens V; € RBvxLgxdy Merge rate N%, Number of iterations M
Ensure: Clip tokens V, € RBv»*Lexdv where L, = 32

1: Initialize token sizes s «— 1., € RLs > Each token represents 1 frame

2: form =1to M do

3: Compute cosine similarity between disjoint adjacent-frame pairs:
S[i] = cos(Vy[i], Vy[i +1]) fori =1,3,5,...,Ly — 1

4: Select top-N % most similar adjacent pairs based on S

5: for each selected pair (¢,7 + 1) do

6: Compute size-weighted average:
Vinerged ¢ > [i]-Vy [;][j]i[;[ti]l]‘/f [i+1]

7: Replace V[i] with Viserged, remove Vi 4 1]

8: Update size: s[t] < s[i] + s[i + 1], remove s[i + 1]

9: end for

10: Update Ly <— new token length
11: if Ly < 32 then

12: break
13: end if
14: end for

15: return V, < Vy

C Algorithms for Cross-Branch Video Alignment

In this section, we provide a detailed algorithm for sub-components of our Cross-Branch Video
Alignment (CBVA). Particularly, we illustrate Order-Preserving Token Merging (OP-ToMe), the
process of pre-computing a discrete set of different levels of clip number (number of semantics), and
the process of per-video merging for Adaptive CBVA in Algorithm. [T} Algorithm. 2} and Algorithm. [3]
respectively.

D Positive and Negative Societal Impacts

Positive Impact. Our work improves the text-video retrieval based on partial content descriptions
within long, untrimmed videos. We expect that the proposed method will enhance the user experience
in video search and navigation. This is particularly valuable in domains such as education, where
lengthy untrimmed videos are commonly utilized.

Negative Impact. However, the ability to isolate specific video contexts and retrieve segments based
on partial descriptions could be misused in surveillance settings (e.g., CCTV), enabling the tracking of
individuals or the extraction of sensitive behaviors without consent. Such misuse may raise potential
concerns regarding privacy and ethical deployment.



Algorithm 2 Pre-computing the different levels of clip number (Eq.[9)

Require: Initial clip length Li = L. (e.g., 32), merge-rate N %, minimum clips Cpiy,
Ensure: Candidate list L = [L}, L%, ..., LK]
i+ 1, L« [Ll]
2: while L} > Cpi, do
, Li — (Li/2)(N/100) + 1
LE e max(2x | 2t (Le/ )2( /100) + |1 Cusn)

if L:T! = L then break

end if

Append L/t to L

141+ 1
end while
K« |L| > number of discrete clip levels
return L

SR NHE W

Ju—

Algorithm 3 Constructing merged clips for Adaptive CBVA

Require: Clip tokens V, € RBv*Lexdv Global candidate list L of length K, Merge rate N%,
Similarity threshold 7, Projected Clip tokens V, € RBv*Eexd,
Ensure: Adapted clip tokens V. with length L}
Stage 1. Estimate internal similarity
1: Compute cosine-similarity matrix .S from frozen V.

[{(i,5): Siy >, i#5}

> high-similarity ratio

L.(L.—1)

Stage 2. Select merging depth k*
3ifw<1— % then > if diverse, keep all clips
4: k*+ 1
5: else
6: k* < mingego ... xy(w > %)
7: end if

Stage 3. Merge clips £* — 1 times
8: V.« V.

9: form=1tok* —1do ~

10: Apply bipartite token merging (TOME) [1]] to V.. at rate N%
11: end for _

12: Lf + V2|

13: return f/c
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