
DiffOG: Differentiable Policy Trajectory Optimization with Generalizability

Zhengtong Xu, Zichen Miao, Qiang Qiu, Zhe Zhang, Yu She

{xu1703, miaoz, qqiu, zhan5111, shey}@purdue.edu

Method Adjustability of Trajectory

Benchmark Results

Benchmark on Visual Imitation learning Benchmark on 3D Imitation learning

Benchmark on Real-world Tasks

We introduce DiffOG, a learning-based trajectory optimizer that enhances visuomotor 

policies by integrating a differentiable transformer-based optimization layer. DiffOG 

produces smoother, constraint-compliant, and more interpretable action trajectories.

Visuomotor policies typically lack mechanisms for directly influencing the properties of 

the generated actions through parameter adjustment. DiffOG offers interpretability, 

enabling flexible and direct modulation of action trajectory characteristics.

We benchmarked DiffOG and several baselines across 13 tasks. DiffOG 

consistently improves action trajectories, making them smoother and more 

constrained, while preserving alignment with the original demonstration 

distribution, thereby preventing policy performance degradation. 
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