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Understanding and Adopting Rational Behavior by Bellman
Score Estimation - Appendix

A PROOFS

We restate the definition of the score-operator here to make it easier to go through the proofs.
Definition 2 The Bellman score operator G o : RIX*Axdim(0) _y RIXXAxdim(0) £ 4 policy
and reward rg is defined on an input J € RI¥*AXdim(0) g4

Qﬂ,g.] =Vorg +vP:J .
For all results we make the following weak assumption.

Assumption 1 The parametric reward function rg : © — RI¥*Al s continuously differentiable
with respect to 0. The considered MDPs satisfy standard regularity conditions from |Bertsekas &
Tsitsiklis| (1995) to guarantee convergence of value iteration.

We now dive straight into proving our first main result.

Theorem 1 Forallt = 1,...,T and any matrix J € RI¥>Alxdim(6)
VoQit' = Grsore g9 mtte(w@soft)
VoQik = Gron Q(VQQSO**) = lim GFon ,J
k—o00 6,007

where, VgQSOft Vorg. Furthermore, the Q)-gradient satisfies:
\Y% QSOft( a) = Ew’,a’Np,,Zoft LClz,a) [V@T@(Z’/, a/)]
it

V0QZ?£2 (m, a) = E:r”a’Np,,zoft (-|z,a) [vf)r@ (1’/7 a/)}

soft

808t = Vgrg holds trivially since Q5°" = ry.

Proof We first prove the finite-horizon results. Vg

We start from the definition of the optimal soft Q-functlon from Eq. [2 and derive the gradient for
each dimension of Q3°f',; € RIX XAl

Vngotﬁjrl(a: a) = Vo(ro(z,a) + YEy wp(.|z,0) [l0g Z exp Q“’ft(yc'7 a)))

a’

= Voro(z,a) + VoyEy < p(|z,a) logz exp Qsoft(x/’ o]

a’

= VGTO (.13 a) + ’YEw '~P(-|z,a) VQ log Z exp QSOft ('rlv a/)]

a’

> Volexp Qi (e, ))}
Y ar €XP QSOft(x ,a)

exp Qeoft (.%‘/, a/) ot

. €Xp Q;"ft(:c’, a) <ot

= Voro(x,a) + VEpwp(ja,0)l

(2, a")]

= Voro(x,a) + VEpwp(|za) Z >
- Vm“e(x a) + ’y]Ex’NP( |z,a) ZWSO& |:C )V QSOft( /)]
= Vory (LL', a’) vE ' ~P(-|z,a) [VeQG,t (,’E/, CL/)]

o/ R ()

= (g soft QVQQSOft)(z,a)

For t = 1, we have QZ‘?{t =G, soft GVQQ”“
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For t > 1, we assume VgQy%}"(,a) = Greore g..-Grreore QVQQ”“ Then, by the above result we
have !

VoQi i1 (x,a) = Greon g Vo @it
= ngo{cﬂgﬂgo& 0 Q soft QVQQSO&

We now prove that the computed gradient is in fact equivalent to the conditional occupancy, i.e
V@i (,0) = Egr gy o (1) [Voro(z', )] for all finite ¢ > 0 or VoQi°f* = Prsort VT
in vector notation where Prsot ¢ € RIX*AXIX XAl i5 gverloaded to mean the matrix with each row
being a conditional occupancy (and not the unconditional occupancy)

For t = 0, VeQy%(' (x,a) = Vore(z,a) = 14,aVers = o ainp_or (o) [Vora(z',a')].
6,0’

For t > 0, we assume V@30 = Przote :Vore. Then,

t+1
pTrs ’f+ t+1( ‘I‘ a VGTQ Z,yn]]_£ aP soft 1)(V97‘9)

t+1
= (]lx,a + 71x,apwg?f‘ Z ’Yn 1inf1)(V9’r‘g)

n=1
t

= (]lz,a + ’Y]l$7aP7r;?tft Z W"IP:;??)(VQTQ)
n=0
= Vore(z,a) + ’y]].z’apﬂ,zctft pwz?:ftc’tvtgrg

= (gwsoftﬁ(pﬂm“ Vorg))(z,a)
= (Grgpr Vo Q1) (2, @)

= VOQZO{EH(;E a)

Where the last line holds by applying our inductive hypothesis and the previous score operator result.

Now we prove the infinite-horizon results. Notice that the Bellman score operator G <ot: 4 is simply

the standard Bellman backup operator with a multi-dimensional reward Vyrg(x, a), i.e the " column
output of G ¢ computes the ()-values for an agent acting according to 7 with the reward set to the i*"
column of V?”g Thus, the standard contraction mapping proofs directly apply to show that G soft g

is a max-norm contraction along each of it’s output columns (Bertsekas & Tsitsiklis, [1995). ThlS
proves that G sofe g CONVErges to a unique fixed point for any starting matrix J. We will now show

that infinite- horlzon (2-gradient satisfies the fixed-point equation Vg QSOft =0, soft (Vo QSOft ) by

first showing that it is equivalent to the infinite-horizon conditional occupancy. To ‘show this we use
the implicit function theorem. Consider the function f defined as:

f(0,Q) =Q - Tu@Q

where Ty is the Bellman optimality operator defined in Eq. E Then, Q”ft is implicitly defined as

a function of @ at the point f(6, Q) = 0. It trivially holds that f is contmuously differentiable in 0
since it is linear in ry and ry is assumed to be continuously differentiable with respect to . We may
thus apply the implicit function theorem (Bai et al.,2019) to compute the gradient of the fixed point
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with respect to 6.

Vo = — (Vo f(0,@) o=gyn Vo f(0,Q5%)
—I = VoTuQlg=qyt ]~ (=Voro)
=[I- VQTHQ|Q:QZ?§°C]_1V6'7"9

= Z(VQTHQ|Q:Q§?§C)TLVG7'0
n=0

GXPQZO&(Tl ay) ) BXPQZ?&(TE‘X‘,ﬂA‘)

[ Rt P
T oxp Q3T (v1,) (@ le1,01) 0 QP (2 x| 0)

oo
=2 r : z Vor
n=0

eXszogtc(ﬁ ay) o QP (7))
>q exp QSO&(HX‘ ,a)

P(zl\wl,al)

P(z1lz|x),a)4)) P(z x|z x),014))

Saoxp QP (e1,0)

00 P(»Kl\%l,al)ﬂwft (ar]z1) - P(x\x\h?hal)ﬂwt(a\A||$\X\)
n
= E ¥ : : : Vorg
n=0 P(z1lz| x|, a\A\)ﬂ' % (axley) - Plajxlzx),aia) 7m0 (a2 2)

o0
n n
=0 v ot ) VT
n=0 '
= pﬂzoft Vg’r’g

This proves that Vy bo“ " (z, a) is equivalent to the infinite horizon conditional occupancy. We use
this result to show that the fixed point equation for G soft g is satisfied by V(;Qs‘)ft (x,a).

(Grzer 6 VoQiow) (2,0) = (gﬂ;?g;,e(f)w;?gg Voro))(z, a)
= Vyre(z,a) + 71$7aPﬂzoipﬂZoiV9r9

= (Lo + 7 eaPrgon. > 7" TP ) (Voro)

n=0

e}
= (ﬂw,a + ’Y]lz,apwzf’i Z 7n 1iné )(VQTQ)

n=1
= (Z »Y"]]_%QP:;?&)(VQTQ)
n=0
= Prgort (|lz,a)Vorg
=V Qsoft( )

We have thus shown that G, soft g CONVerges to a unique fixed point and that Vg QSOft (z, a) satisfies
the fixed point equation for Q soft g. Since the MDP satifies the regularity conditions for value-
iteration to converge (Assumptlon Il and G soft g is simply a Bellman backup operator along each of

its output columns, repeated application of the infinite-horizon score operator must converge to the
true )-gradient for any starting matrix .J.

50ft : k
VoQiee(: @) = 0 Grn 7
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Theorem 2 The gradient of the MaxEntIRL objective of Eq. [6]is
VOETN;D* [1Og Do (T)] = EmNPO,aNﬂ'}(~|:1:),a’~7r2‘?§f(»|z) [VQQW*,T(xu a) - VQQG,T($7 al)] (7)
= Ezanp, T [Vore(z,a)] — EI/,G/NPW?}o&’T [Voro (xlv a/)] : ®)

Proof We omit the discount factor as it can be absorbed into the reward as rg +(z, a) = v'ro(z, a).

T T-1

E;np+[log po(7)] = Ernp-[log Po(zo) H o, 7—t(at| ) H P(siy1l2e, ar)]
t=0 t=0
T

= Errpe| E log g r—¢(as]ae)] + ¢
t=0
T

Z p*(zo, ag, ...,IET,CLT)(Zlogﬂ'g,T_t(at‘fEt)) +c

zg,...,aT t=0

Z Z “(z0, a0, ..., x7, ar) log me r_i(ar|ze) + €

t=0 xo,...,aT

T
= Z Z p*(ze, a) log o r—i(ar|ze) + ¢

t=0 x¢,a¢

T
ZE’” arp; [l0g T 7t (alx)] + ¢
=0

Now the magic happens when we take gradients:

T

VoE;p+[logpe(T)] = Vg ( Z By a~p; [log mo,7—¢(alz)] + c)
t=0

Ez,a~p: [Volog g r_¢(alz)]

1
= E, jopi|———— -V _
T,a pt['ﬂ—@,T—t(a|x) 070, T t(a"x)]
1 exp Qo r—t(z,a
=3 Er] Z-i{n,9)

-V
o, 7—t(alz) Y ow €xp Qo r—¢(x,a’)

1
]E:v a~pf |l T 1 N
i )

: Z 770,T7t(a|m)(la’:a - 7-‘—B,Tft(all|x))v0629,T7t(xa a/)]

I
LI I I 1= 215 1= 20

]Ez,awp;‘ [VQQG,T—t(aja (l)] —-E x~py [VHQG,T—t(ZL'a CL/)]

a’~mg ()

Eyanp; [Voro(z,a) + E o/ op(a, a) VoQor—i-1(z',a )| —E oo [VoQor—t(,a)]

mo,r—t—1(a’|z") a'~mg i (+|x)

]Ez,aNp;‘ [V(ﬂ“e (:I;a a)] +E s’~p2‘+1 [VHQO,Tftfl ($7 a)] -E s~py [VGQO,Tft((E7 a/)]

mo,r—t—1(a|z") a'~mo i (-]2)

Ea: ,a~py VGTO (.23 a)]) —E s~pg [VGQ&T(xa a/)]

Il
ﬁ/—\

t= a,/\/ﬂ'g,T(-‘I)
wNPo [veQw (I7 CL)] -E x~ Py [VQQQ,T($7 a)}
ar~m* (|z) a~mo, 7 (-|w)
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In the deterministic dynamics case, this is precisely equal to the contrastive divergence gradient for
the energy-based model

_ expry(T)
P = 5 expro()

In the case where the reward is a linear function of known features F : X x A — RAm©®) ¢
ro(z,a) = 0 - F(z,a), we note that Eq. 8] simplifies into

Ee,amp, T [f(xv a)] - ]Em/»al""ﬂ,rzoft’T [.F(:E, a)]

which is the result derived in Theorem 2 of |Ziebart et al.|(2010) for the simplified feature matching
formulation of Maximum Causal Entropy IRL with linear reward models. Our result generalizes
Theorem 2 of Ziebart et al. (2010) to the maximum likelihood formulation of MaxEntIRL with
non-linear function approximators.

B EXPERIMENT DETAILS

GAC details Table 4| shows a list of all GAC specific hyperparameters from Algorithms[2] [3] These
hyperparameters were fixed throughout all state and visual control experiments.

For all state control tasks we use pytorch_sac (Yarats & Kostrikov, 2020) as the backbone RL
in Algorithm g For all RL related modules (actor, critic, and etc.), we use their default network
architectures and hyperparameters. (see https://github.com/denisyarats/pytorch_|
sac) The learner and expert Q)-gradients gy, , gy, are represented by a single network with ReLU
activations and two 1024 unit hidden layers. (same archiecture as the critic) The shared gradient
network takes as input a one-hot indicator vector to switch between learner and expert. The reward
¢ is represented by a single layer network with 64 hidden units, ReLU activations, and a sigmoid
output head to scale the reward between [0, 1].

For all visual control tasks we use DrQ-v2 (Yarats et al.,[2022) as the backbone RL and similarly
use their default hyperparameters for all RL related modules. (see https://github.com/
facebookresearch/drqgv2) The expert and learner ()-gradients are again represented by a
single network with the same architecture as the critic from (Yarats et al.,2022). The indicator vector
is injected after the encoding layers. The actor, critic, ()-gradient, and reward all share an encoder
but only the critic loss updates it. The implementation code will be released shortly.

Table 4: GAC Hyperparameters for both state, visual control problems

Parameter Value

M Total number GAC iterations Until 0 convergence
N: Number of score iteration steps per GAC iteration 1

Np: Reward update interval 20

Ny : Number of Q-gradient update steps per policy update 2

7. Reward learning rate 0.00001

1y Q-gradient learning rate 0.0001

Nw: score-learning rate 0.0001

oy Target (Q-gradient mixing rate 0.005

SAC (state)

RL: One policy update step in the inner loop of an RL algorithm DrQ-v2 (visual)

Baselines: For DAC [Kostrikov et al.| (2019), state-of-the-art results are reported in (Cohen
et al., 2021), and so we follow their implementation which is already fine-tuned for DM con-
trol environments. GCL (Finn et al., 2016b) and AIRL (Fu et al., 2018) are equivalent to
Generative Adversarial Imitation Learning (Ho & Ermon, 2016) with a different parametiza-
tion of the discriminator [Finn et al.| (2016a). We use the implementation which at https:
//github.com/HumanCompatibleAI/imitation| which builds off of stable-baselines 3
https://github.com/DLR-RM/stable-baselines3. Although these baseline imple-
mentations are already fine-tuned for DM control out of the box, we do an exhaustive hyperparameter
search to maximize their performance. As fully listing out all hyperparameter values for every
baseline is not very useful, we will instead release the code upon publication.
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Figure 3: State-control ablation results when varying the number of score iteration steps per
environment step IV, reward update interval Ny, and the number of ()-gradient update steps per policy
update IV,;,. We vary each hyper-parameter while keeping the other parameter values set to those in
Table[d Performance at a given hyper-parameter value is measured as the average task performance
across all nine state-control tasks in Table |Z| (expert level is /= 1000 for all tasks), where ten random
seeds are used to evaluate performance on a single task and one demonstration is supplied.

tooo [~ 1000 ) } 1000 g
=it s E—— <>
N = | | T A
800 \1.>£ 800 /‘ / \! 800 | | / ‘
\ : |
s ]\ - / [| oo | l\\
& : N }
l H
5 400 \ 400 / 400 xl
200 M 200 |! 200 i

2 4 6 8 10 0 10 20 30 40 50 2 4 6 8 10
N N Ny

—— walker_stand walker_walk cheetah_run —— hopper_stand

Figure 4: Visual-control ablation results when varying the number of score iteration steps per
environment step IV, reward update interval Ny, and the number of (Q-gradient update steps per policy
update Ny,. We vary each hyper-parameter while keeping the other parameter values set to those in
Table[d] Performance at a given hyper-parameter value is measured as the average task performance
across ten random seeds. Ten demonstrations were supplied for each task.

For the reward transfer experiments, we compare against AIRL (Fu et al.,[2018) and GCL (Finn et al.,
2016b). All three models learn state-only reward functions following (Fu et al., 2018) since Theorem
5.2 from|Fu et al.|(2018) shows that a disentangled reward (which is effective for transfer) must be
state-only. Rewards are first learned on the non-perturbed environments using 10 demonstrations,
then re-optimized via RL on the perturbed environments.

C ABLATION STUDIES

We’ve conducted hyperparameter ablation experiments for three main hyperparameters, namely the
number of score iteration steps per environment step NV, reward update interval [Ny, and the number
of (Q-gradient update steps per policy update N,,. Results are shown in Figure E On the walker
task, we found that IRL control performance begins to drop meaningfully (more than a standard
deviation) past N > 5 (default is N = 1), which suggests that too many score iteration updates per
environment sample collected leads to overfitting and hence poor RL performance. We found that
the reward update interval Ny should be kept within the relatively flexible range of 10 < Ny < 40
(default is Ny = 20) in order to avoid drops in IRL performance. We posit that updating the rewards
too frequently triggers instability in the RL algorithms that must use the fast changing reward to
learn a policy. In contrast, if rewards are updated too infrequently, the algorithm takes an intractable
amount of time to converge. Finally, the number of ()-gradient update steps per policy update N,
should be kept within 1 < Ny, < 5 (default is N, = 2) to avoid IRL performance drop-off. Too
many (-gradient updates per policy update leads overfitting the (Q-gradient network to the current
policy/replay buffer, and also increases the compute time. Overall we found that our approach was
not too sensitive to the choice of hyper-parameters.
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D LIMITATIONS AND ADDITIONAL RESOURCES

D.1 LIMITATIONS AND FUTURE WORKS

An important limitation of score-learning (Algorithm [2) is the potential to suffer from the deadly
triad (Van Hasselt et al.| 2018). The deadly triad issue is the problem that the combination of
off-policy learning, function approximations, and bootstrapping can hinder the convergence of value
iteration algorithms such as -learning. In comparison to standard ()-learning, score-learning may
be more heavily impacted by the deadly triad as it seeks to estimate a high dimensional gradient
vector Vy QZ??O with the three aforementioned components. The probability of divergence of each
dimension of the estimated gradient vector may compound to yield a much higher chance of overall
algorithm divergence. We hope to see future works investigate this topic.

As score-learning (Algorithm [2) uses a replay buffer for offline-learning, it may also suffer from
issues of double-sampling (Zhu & Ying, |2020). As our main experiments were in deterministic
Mujoco environments, we may have not run into double-sampling issues. However, it’s possible this
problem may appear in more complex, stochastic environments and deserves further investigation.

Another limitation of GAC is that it requires more compute time than the baselines. This is mostly
due to the computational burden of training an additional ()-gradient network which is updated more
frequently than the policy net. We report the compute time benchmarking results in Table [3]

Table 5: GAC Compute Comparison for both state, visual control problems. Run times are
benchmarked on a single A5000 gpu. For state-control (second column), we report the mean and
standard deviation of the run time (in hours) averaged across all tasks in Table[2 using ten random
seeds per task. We do the same for visual-control (third column) with the tasks in Figure[2. Ten
demonstrations are supplied for all tasks

Method Run Time (state-control) Run Time (visual-control)
AIRL (Fu et al.,[2018) 2.44+0.3 5.5+ 0.6
DAC (Kostrikov et al.,[2019) 21+04 5.0+ 0.7
GAC (Ours) 3.7+ 0.6 6.1+0.5

We find that the GAC requires roughly 1.7 times more time than the baselines on the state-control
tasks while 1.2 times more on the visual-control tasks. This is because the ()-gradient and reward
networks share the encoder with the actor-critic networks in the visual control experiments.

D.2 DETAILED PROBLEM DEFINITIONS

Here we concretely define the concepts of reward identification, counterfactual predictions, behavior
imitation, and behavior transfer. All four problems fall under the broader scope of Learning from
Demonstrations.

Reward Identification seeks to infer the underlying reward function of the expert given demonstra-
tions of behavior sampled from the expert. Typically, the expert is assumed to act according to a
policy that is optimal with respect to a MDP.

Counterfactual Prediction problems seek to infer the optimal policy of an agent if the reward were
different from the reward optimized by the demonstrator. As the demonstrations contain information
about the optimal policy solution for one reward, some of that information should be reused in order
to more efficiently infer the optimal policy for the counterfactual reward.

Behavior Imitation seeks to infer a policy that matches the demonstrator’s behavior policy. Humans
frequently learn sports via Imitation Learning, e.g by copying a better athlete’s form.

Behavior Transfer seeks to learn a policy that displays the same semantic behavior as the demonstra-
tor under perturbed environmental conditions. For example, given demonstrations of a robot walking
on a high-friction surface, we want to learn a policy that enables the robot to walk on a low-friction
surface.
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D.3 FINITE-HORIZON SCORE ITERATION

Here we give the finite horizon version of the score-iteration algorithm.

Algorithm 4 Score Iteration: Computes the finite-horizon Bellman score via dynamic programming

M = (X, A, P, Py,r9,7): Markov Decision Process
T': Time-horizon
{98°F}=0: Q-gradient vector
{s5°1"}7=0: Bellman score vector
procedure SCOREITERATION(M, T')
soft}gl“:o

For M, learn the optimal policy {m5%
Set g5%' (x, a) = Vorg(z, a) and s3%" (z, a) 4= g5%' (2, a) = 3 1c 4 Tor0 (a'|2)g5%" (2, @)
fort=1,...,T do
forz € X,a € Ado
soft

Update Q-gradient: g5° " (z,a) < Vorg(z,a) +v> ./ . Prsote (2’ a|x,a)gsot (2!, a)
, , oft :

Comg)ute Bellmalfn score: s???(x, a) + gt (z,a) — 3, ot (a|x) g5t (w, )
return {“Z?zt }tho ) {gé?tt }?:0 s {SZ?tt }tho
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