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BART model pre-trained with SELFIES of drug-like small 
molecules from ZINC-22 and PubChem dataset. Step 1: Get molecular representations of the constituents of the formulation
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Step 2: Scale the molecular representations by composition and add
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Introduction Electrolyte Formulation Dataset

The input feature vector is constructed as a weighted linear 
combination of individual molecular representations 
obtained from the pretrained model

Input feature vector,

• Electrolytes are critical in many fields, including energy storage 
(batteries), fuel cells, sensors, and electrochemical devices.

• In most practical applications such as electrolyte formulations in 
batteries, individual molecules are a part of multi-constituent 
system, that require capturing all individual constituents and 
their complex interactions to precisely predict the property or 
performance of the system

• Existing approaches lacks generalizability across different 
formulations and formulation constituents or the relation 
between the composition and the respective formulants cannot 
be guaranteed.

• In this paper we introduce a transformer-based approach 
suitable for multi-constituent systems such as battery 
electrolyte formulations.

• We propose a suitable approach to effectively capture the 
representation of electrolyte components, proportionate to 
their composition in the electrolyte formulation, to improve 
the performance of property prediction of electrolytes.

• We evaluate the performance of the proposed approach on 
two datasets - Li—Cu half cell and Li—I full cell in the 
prediction of coulombic efficiency and specific capacities, 
respectively, given the electrolyte formulation.

• Li-Cu Half Cell dataset contains 
147 entries of liquid electrolyte 
formulations along with their 
respective molar percentage and 
coulombic efficiency. 

• The Li—I Full-Cell battery dataset 
was experimentally obtained for 
Li-I battery coin cells with cycling 
tests at 1mA/cm2 and contains 
125 entries of electrolyte 
formulations.

• Each electrolyte formulation 
entry comprises of 2 to 6 
electrolyte components


