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ABSTRACT

We contribute a novel multi-agent architecture capable of learning a discrete com-
munication protocol without any prior knowledge of the task to solve. We focus
on ensuring agents can create a common language during their training to be able
to cooperate and solve the task at hand, which is one of the primary goals of
the emergent communication field. On top of this, we focus on increasing the
task’s difficulty by creating a novel referential game, based on the original Lewis
Game, that has two new sources of complexity: adding random noise to the mes-
sage being transmitted and the capability for multiple interactions between the
agents before making a final prediction. When evaluating the proposed architec-
ture on the newly developed game, we observe that the emerging communication
protocol’s generalization aptitude remains equivalent to architectures employed in
much simpler and elementary games. Additionally, our method is the only one
suitable to produce robust communication protocols that can handle cases with
and without noise while maintaining increased generalization performance levels.

1 INTRODUCTION

Emergent communication focuses studying the human language’s evolution and conceptualizing
artificial languages for human-robot communication. Furthermore, with recent advances in deep
learning, emergent communication has received special attention from the machine learning com-
munity to create learning experiments with neural agents that learn how to communicate without
any prior knowledge. From this research standpoint, most works explore emergent communica-
tion through a reference-based game called the Lewis Game (LG) (Lewis, 1979). In this game, the
Speaker describes an object to the Listener, which has then to discriminate it given a set of candi-
dates. Usually, the communication protocols learned by neural agents when playing the LG appear
to be degenerate and lack some core properties of human languages (Rita et al., 2020; Korbak et al.,
2020; Chaabouni et al., 2019). Such an outcome is an effect of applying several constraints and
simplifications to the Lewis Game to alleviate task complexity to facilitate its modeling as a ma-
chine learning problem. For instance, Choi et al. (2018) simplifies the LG by having the Listener
describing only two images, and the images have only two effective degrees of freedom. Ren et al.
(2020) developed an iterated learning strategy for the LG, intending to create highly compositional
languages by creating an algorithm with several prolonged distinct learning phases. Chaabouni et al.
(2022) focused on understanding how a population of agents can interfere with the emergence of a
communication protocol. This work also scaled some properties of the LG, such as the dataset size
used and the number of candidates. However, the authors assume that the Listener always receives
information about the correct candidate during the learning phase.

In this paper, we use the work of Chaabouni et al. (2022) as a starting point and lift some of the
constraints imposed by the works discussed in the previous paragraph to design more general games,
which we can view as a step forward to emulate human communication. In particular, we propose
two novel changes to the original LG. First, we add a noisy communication channel where the
Speaker’s message can suffer unexpected modifications. Second, we also add a time dependency to
the LG, where the Listener can decide to play another round of the game or make a final choice.

With these new extensions, we create a more challenging and complete version of the LG to study
how a language can emerge in such conditions and also how the properties of the emerged lan-
guage fundamentally depend on the environment. As a case point, since the broadcasted messages
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have some level of uncertainty (introduced by the noise), we can extrapolate this problem as a
memory limitation constraint where it becomes impractical for the Listener to memorize specific
patterns (Galke et al., 2022). We note that Ueda & Washio (2021) also introduced a setup with noise
in the communication channel, using an adversarial setting, to analyze a specific language property:
Zipf’s law of abbreviation (Zipf, 1999). Conversely, our work focuses on a different axis, which
centers on creating robust communication protocols where the pair of agents can communicate with
different levels of noise. Furthermore, the authors also implement a simpler version of LG where
one-hot vectors are used as input, contrary to real-world images (our case), making the training and
architecture design more straightforward.

Additionally, introducing a time dependency to the LG also makes the Listener’s decision process
more challenging, diminishing the effect of having a large model capable of memorizing specific
message patterns instead of language concepts. Ultimately, we expect this pathway to promote com-
positionality and generalization. As a reference, Bogin et al. (2018) also developed an environment
where communication happens during long-horizon tasks. Contrary to our architecture, the authors
constrained the Speaker’s learning procedure to explicitly output similar messages in related condi-
tions to be able to create functional emerging languages.

We introduce a novel two-agent architecture to solve the games described above. Our method relies
on a new approach where both agents, Speaker and Listener, are modeled as reinforcement learning
(RL) agents. For our novel Listener architecture, we add a meta-action to model the Listener’s
decision to play another round instead of making a final decision. With this new action, we allow
the Listener to reflect on the current state of the game and the information obtained to decide whether
it is best to gather more information or attempt to predict the correct candidate. Our results show that
agents trained in the new game learn robust communication protocols to deal with deterministic or
noisy messages without losing their general properties. The same does not happen when the agents
train in the original LG, where the emerging language cannot handle any noise level.

To summarize, our contributions are 3-fold. First, we introduce a novel game extending the origi-
nal LG, where the communication channel can suffer interference, implying that some parts of the
message can become concealed. Moreover, we extend the LG to have multiple rounds, where more
information can flow between the agents before selecting a candidate. We call the introduced game
the Multi-Round Indecisive Lewis Game, or MRILG. Second, we develop a new Listener architec-
ture to play the MRILG. When acting, the new architecture deliberates with current and previous
round information, choosing whether to play another round or make a final prediction. Third, we
evaluate the generated languages in the original and novel LG games regarding their generalization
capabilities and transfer learning competence to new tasks. Our results show that the languages
are intrinsically different, where simple modifications to the game, like adding stochasticity, can
improve the language being learned, allowing for better generalization.

2 METHODOLOGY

We start this section by describing the original LG. Next, we explain how to extend the LG to cre-
ate the proposed and more challenging MRILG. The main changes feature a noisy communication
channel and a loop to play the game across multiple rounds, significantly increasing the complexity
of the environment. Afterward, we detail how the Speaker converts the received input into a mes-
sage, a sequence of discrete tokens, and how the Listener processes and integrates the message and
candidates to make decisions. We impose a RIAL setting (Foerster et al., 2016), where agents are
independent and perceive the other as part of the environment. Hence, we describe the learning strat-
egy for both agents independently, focusing on explaining the loss composition and the importance
of each loss term to guide training where functional communication protocols can emerge.

2.1 LEWIS GAME (LG)

The Lewis Game (LG) is a discrimination game where one of the agents, the Speaker, must describes
an object by sending a message to the other agent, the Listener. When the game starts, the Speaker
receives a target image x retrieved from a fixed dataset X. The Speaker intends to describe the image
by encoding a message m, a sequence of T discrete tokens, m (x; θ) = (ut (x; θ))

T
t=1. We define

m : X→WT , whereW is a finite vocabulary set, and ut : X→W is a symbol of the vocabulary.
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Subsequently, the Listener receives the message along with a set of candidate images, C ⊂ X, where
the goal is to try to identify the image x ∈ C that the Speaker received, x̂ = x. Both agents receive
a reward of 1 if the Listener is correct, and −1 otherwise:

R(x, x̂) =

{
1, if x̂ = x

−1, otherwise.

When there is no ambiguity, we drop the dependence of for m (x; θ) on x and θ. Furthermore, the
Listener’s choice x̂ depends on m, C, and ϕ, where ϕ contains the Listener’s parameters. However,
such dependencies will also be omitted for legibility.

2.2 MULTI-ROUND INDECISIVE LEWIS GAME (MRILG)

We now introduce and propose a novel extension of the LG, the Multi-Round Indecisive Lewis Game
(MRILG). MRILG is composed of several iterative LG rounds. There are at most N rounds to pre-
vent infinite games. At each round, i ∈ {0, . . . , N−1}, and similarly to the LG, the Speaker receives
a target image x and describes it to the Listener by sending a message composed of discrete tokens,
m (x; θ) = (ut (x; θ))

T
t=1. MRILG has a noisy communication channel, meaning the message can

suffer random perturbations when being transmitted. We define a new function that converts each
token, with a given probability, into a default unknown token, noise : WT → W′T , where W′ con-
tains the original vocabulary W plus the unknown token, W′ = W∪{unk}. Accordingly, we define
a new function to disrupt the message before giving it to the Listener:

noise (m) = (nt (ut (x; θ)))
T
t=1

s.t. nt (ut (x; θ)) =

{
ut(x; θ), if p > λ

unk, otherwise,

(1)

where p is sampled from a uniform distribution, p ∼ U (0, 1), and λ is a fixed threshold, indicating
the noise present in the communication channel. By definition, the Speaker is agnostic to this process
and will never know if the message was modified.

Subsequently, the Listener receives the modified message, noise (m), and the candidate images,
C. Due to the recurrent nature of MRILG, the Listener must be able to leverage different types
of actions, thus simulating hierarchical reasoning. Namely, the Listener can decide whether it is
preferable to play another round, to gather more information, or to try to predict the correct candidate
when anticipates a positive tradeoff between the likelihood of success and the expected reward.

When the Listener makes a final prediction x ∈ C, both agents receive a positive reward of 1 if the
Listener is correct in its prediction and −1 otherwise. Alternatively, the agents proceed to a new
round when the Listener plays the I don’t know (idk) action, x̂ = x̂idk. We carefully design the
reward associated with the idk action to avoid degenerate and exploitable cases. For instance, when
the idk reward tends to the value of the failure reward, the Listener will always attempt to make a
final prediction in the first round to avoid huge penalizations. On the other hand, when the idk reward
exceeds 0, the Listener gets an incentive to wait for the last round to increase the cumulative reward,
even if it knows the correct answer. Additionally, when the gap between the idk and failure reward
surpasses a certain threshold the Listener will also always play idk. In these cases no communication
protocol emerges since the Listener completely ignores the Speaker’s message.

To tackle all cases above, we define the reward associated with the idk action as a negative reward,
ν ∈ (−1, 0). In Section 3, we explore and compare different values for ν, focusing on how they
influence the properties of the emerging language. We define the reward function for the MRILG as:

R(x, x̂, i) =


1, if x̂ = x

ν, if x̂ = x̂idk and i < N − 1

−1, otherwise,

Note that playing the idk action in the last round is the same as making a wrong prediction.

2.2.1 AGENT ARCHITECTURES

We now describe the architectures implemented for both agents, the Speaker and the Listener (Fig-
ure 1). We design the Speaker agent as an RL, where its network architecture is similar to that
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Figure 1: Graphical representation of Speaker, Figure 1a, and Listener, Figure 1b, architectures for
the MRILG. In this illustration, the message, mi, contains only two tokens, T = 2.

of Chaabouni et al. (2022). In the case of the Listener, we define a novel RL architecture instead of
the original Self-Supervised (SS) architecture.

As described in Section 2.1, the Speaker is agnostic to the current game’s round i. For this reason,
we will describe the Speaker’s inference and architecture for one game round. As an overview, the
Speaker’s objective is to encode a discrete message, m, describing an input image, x. First, we
encode the image using a pre-trained image encoder (Grill et al., 2020), f , to reduce its dimension-
ality and extract valuable features, f (x). Subsequently, a trainable encoder g processes the new
sequence of features outputting the initial hidden and cell values, (z0,θ, c0,θ) = g (f (x) ; θ), used
by the recurrent module h, an LSTM. Since f and g are deterministic, z0,θ and c0,θ always have the
same values when providing the same input image, independently of the game round.

Subsequently, the Speaker will select each token to add to the message iteratively, using h. On this
account, we define a complementary embedding module, e, to convert the previous discrete token
ut−1 into a dense vector dt,θ = e (ut−1; θ). Then, the recurrent module, h, consumes the new dense
vector and previous internal states to produce the new ones, (zt,θ, ct,θ) = h (dt,θ, zt−1,θ, ct−1,θ; θ).
We then pass zt,θ through two concurrent heads: (i) The actor head yields the probability of choosing
each token as the next one, ut ∼ πS (·|zt,θ); (ii) The critic head estimates the expected reward (value
function approximation) V (x) := v (zt,θ; θ). After the new token is sampled, we feed it back to
e(· ; θ), and the process repeats itself until we generate T tokens. The first token u0 is a predefined
start-of-string token and is not included in the message. Following Chaabouni et al. (2022), we
maintain the original vocabulary and message sizes, where |W| = 20, and T = 10, which is vastly
more extensive than the size of the dataset used

(
|X| ≈ 106

)
.

The implementation of the Speaker is agnostic to the current game round being played, meaning
no information flows between rounds. In contrast, we focus on the listening side by intentionally
adding history between rounds and analyzing if the Listener can lead the learning process to more
general languages that can effectively play the MRILG.

The Listener architecture has two different modules to process the received message from the
Speaker m and the images obtained as candidates C. Additionally, a third module combines the
output of both input components and provides it to two heads, actor and critic heads. We now
describe each component in detail.

To process the candidate images C, the Listener uses the same pre-trained encoder f combined with
the network c to embed the candidates into a lower dimension, lxj

= c (f (xj) ;ϕ), where xj ∈ C.

Concerning the message received each round, m(i), from the communication channel, the Listener
uses the recurrent model h (an LSTM) to handle it by processing each token, u(i)

t , iteratively. Sim-
ilarly to the Speaker, there is an embedding layer, e(· ;ϕ), to convert the discrete token into a dense
vector before giving it to the LSTM, where we have (z

(i)
t,ϕ, c

(i)
t,ϕ) = h(e(u

(i)
t ;ϕ), z

(i)
t−1,ϕ, c

(i)
t−1;ϕ).

The initial internal states of hϕ are initialized as z(0)
0,ϕ = 0 and c

(0)
0,ϕ = 0 for the first round, and for

the consecutive rounds are the final hidden and cell values of the previous round, i.e. z(i)
0,ϕ = z

(i−1)
T,ϕ

and c
(i)
0,ϕ = c

(i−1)
T,ϕ . After processing all message tokens received in the current round, the fi-
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nal hidden state, z(i)
T,ϕ, is passed through a final network g to output the message’s hidden value

l
(i)
m = g(z

(i)
T,ϕ;ϕ). Finally, the generated hidden values for the message and all candidates flow

through to the head module.

The first operation in the head module executes a straightforward attention mechanism to combine
the obtained message features with each candidate’s counterpart. The output includes a value per

candidate which we concatenate into a single vector s(i) =
[
l
(i)
m · lx1 . . . l

(i)
m · lx|C|

]T
, called

the candidates’ score. For the actor head, s(i) passes through a linear layer t(· ;ϕ) to com-
pute the score corresponding to the idk action, s(i)idk. Therefore, we define the Listener’s policy
as π(i)

L (·|m(i),C) := π
(i)
L (·|s(i), s(i)idk), which is a valid approximation since s(i) holds information

from the current message and candidates, and s
(i)
idk has additional knowledge to compute the idk ac-

tion. At the same time, the critic head v(· ;ϕ) receives the same scores s(i) and uses an MLP to
estimate the expected cumulative reward for the current round i, as detailed in Section 2.2.2.

2.2.2 LEARNING STRATEGY

As described at the start of Section 2.2, the agents can only transmit information via the commu-
nication channel, which has only one direction: from the Speaker to the Listener. Additionally,
agents learn how to communicate following the RIAL protocol, where agents are independent and
treat others as part of the environment. As such, we have a decentralized training scheme where the
agents improve their own parameters solely by maximizing the game’s reward.

To perform well and consistently when playing the MRILG, the Speaker must learn how to uti-
lize the vocabulary to distinctively encode each image into a message to obtain the highest ex-
pected reward possible. We use Reinforce (Williams, 1992), a policy gradient algorithm, to train
the Speaker. Given a target image x and game round i with the corresponding Listener’s ac-
tion x̂(i), we have a loss, L

(i)
A , to fit the actor’s head and another one, L

(i)
C , for the critic’s

head. We set L(i)
A (θ) = −

∑T
t=1 sg(R(x, x̂(i), i) − v(z

(i)
t,θ; θ)) · log πS(u

(i)
t |z

(i)
t,θ) , where sg (·)

is the stop-gradient function, in order to optimize the policy. Regarding the critic loss, we
set L(i)

C (θ) =
∑T

t=1(R(x, x̂(i), i) − v(z
(i)
t,θ; θ))

2, to approximate the state-value function V (x).

We also use an additional entropy regularization term, L(i)
H , to make sure the language learned

by the Speaker will not entirely stagnate by encouraging new combinations of tokens that in-
crease entropy, further incentivizing exploration. Moreover, we define a target policy for the
Speaker to minimize an additional KL divergent term, L(i)

KL, between the online and target poli-
cies, θ and θ̄, respectively. We update θ̄ using an exponential moving average (EMA) over θ,
i.e. θ̄ ← (1 − η)θ + ηθ̄ where η is the EMA weight parameter. With L

(i)
KL, we prevent steep

changes in the parameter space, which helps stabilize training (Rawlik et al., 2012; Chane-Sane
et al., 2021). We refer to Chaabouni et al. (2022) for a complete analysis on the impact of
L
(i)
KL. Finally, we weigh each loss term and average the resulting sum for each input image in

a batch, X′ ⊂ X, and effective game round, i ∈ {1, . . . , I}, to obtain the overall Speaker loss:
L(θ) = 1

|X′|
∑

x̂∈X′
1
I

∑I
i=1 αS,AL

(i)
A (θ)+αS,CL

(i)
C (θ)+αS,HL

(i)
H (θ)+αS,KLL

(i)
KL(θ), where αS,A,

αS,C , αS,H, αS,KL are constants, and the total effective game round, I ∈ {0, . . . , N−1}, is the num-
ber of rounds played by the pair of agents up to (and including) the first round the Listener plays a
decisive action, meaning it tries to predict the correct candidate, x̂(I) ̸= x̂idk.

We also use Reinforce to train the Listener agent. Since the Listener preserves state between rounds,
we compute the expected cumulative reward as follows:

G(x, x̂, i, I) =

I−1∑
j=i

γj−iR(x, x̂idk, j) + γI−iR(x, x̂, I). (2)

We define L
(i)
A (ϕ) = − sg(Gi(x, x̂, i, I) − v(s(i);ϕ)) · log(π(i)

L (x̂′|s(i), s(i)idk), where x̂′ is x̂idk

if i < I , and x̂ ∈ C otherwise. Additionally, we set L(i)
C (ϕ) = (Gi(x, x̂, i, I) − v(s(i);ϕ))2,

to train the critic head. Similarly to the Speaker loss, we add an entropy loss term L
(i)
H (ϕ) to
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encourage exploration. The final Listener loss for a batch of images and each game round is L(ϕ) =
1

|X′|
∑

x̂∈X′
1
I

∑I
i=1 αL,AL

(i)
A (ϕ) + αL,CL

(i)
C (ϕ) + αL,HL

(i)
H (ϕ), where αL,A, αL,C , and αL,H are

constants. A detailed analysis of the learning strategy, for both agents, can be found in Appendix E.1.

Due to the complexity and non-stationarity of the environment, we found several requirements to be
necessary to guide the training of both agents towards regions in the parameter space where viable
communication protocols emerge, instead of being degenerate. Namely, we add a pre-train phase to
MRILG, where we linearly increase the noise level in the communication channel from 0 to λ. This
phase is optional and only helps with data efficiency (we refer to Appendix E.3 for more details). We
also observe that the Listener benefits from having both actor and critic heads, where the interplay
between the actor and critic loss terms is essential to effectively guide both agents’ learning in an
early training phase. For instance, having these two loss terms reduces the Listener policy’s entropy
substantially, meaning the Listener learns that there is only one correct action (one candidate) for
each round and game. On the other hand, we show that when the Listener architecture comprises
only an actor, the agents never agree on a communication protocol, where the training fails entirely.
In Appendix E.4, we present an ablation study that corroborates these findings.

3 EVALUATION

We provide an extensive evaluation of MRILG and variants. For completeness, we also consider,
as a baseline, the original architecture proposed by Chaabouni et al. (2022) to play the original LG.
Our model surpasses this baseline at a slight cost of data efficiency. This trade-off is expected and
fully explained in Section 3.2.1. At a glance, this happens because the baseline version can access
more information than our implementation, during training. We also present and evaluate several
intermediary LG variants where we start at the original LG and incrementally modify it until we
arrive at the MRILG. Having a progressive sequence of LG games enables us to assess how each
environment modification influences the emergent communication protocol learned by the agents.

We continue this section by introducing all LG variants, giving a broader view of each game, agent
architectures, and learning strategy. Next, we evaluate the generality of the emerging language for
each game variant when providing new and unseen images.

Due to space constraints, we provide additional results in the appendix, where we evaluate all game
variants in several transfer learning tasks, named ETL. This supplementary evaluation gives yet an-
other frame of reference to evaluate the generality and robustness of the learned languages. Finally,
we also refer to the appendix for further implementation details regarding every game variant (Ap-
pendix B), model architectures (Appendix D), and datasets used (Appendix E.2).

3.1 LEWIS GAME VARIANTS

We briefly report essential aspects of each game variant, and Appendix B presents supplementary
information. We consider four variants of the LG, all of which share the same Speaker architecture.
The Listener architecture differs in all games. We refer to Appendix C for a comprehensive descrip-
tion of these architectures. Additionally, all variants except for LG (SS) are a contribution of this
work. We now describe the LG variants considered:

• LG (SS): The original LG variant of Chaabouni et al. (2022). Here, the Listener is a Self-
Supervised agent that tries to find similarities between the received message and the correct
candidate through the InfoNCE loss (Oord et al., 2018; Dessi et al., 2021).

• LG (RL): We consider an RL Listener, trained using Reinforce (Williams, 1992). The
architecture is similar to that in Section 2.2.1, without computing the idk action.

• NLG: In the NLG (which stands for Noisy Lewis Game), we apply an external environ-
mental pressure by adding noise to the message during transmission. The agents’ imple-
mentation and learning strategy is the same as in the LG (RL).

• MRILG: The most general and the target game introduced in Section 2.2. Note that this
is the only game where the idk action has an extended impact on the game itself since it
allows the agents to play another round.
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Figure 2: Accuracy during training of LG (SS) and LG (RL) with |C| = 1024 on ImageNet dataset.

3.2 ROBUST COMMUNICATION PROTOCOLS

This section thoroughly analyzes the performance of the different variants described above. Starting
by comparing LG (SS) with LG (RL), we can see an apparent performance boost for the LG when
implementing the Listener as an RL agent. Figure 2 shows that the RL version performs better
than the SS version. Equivalent results occur in the testing phase (Table 1), where the RL version
surpasses the accuracy achieved by the SS counterpart. From Figure 2, we also observe a trade-off
between performance and sample efficiency, where the RL version is less sample efficient. We can
trace these differences back to the loss function employed by each version. For instance, the SS
version employs the InfoNCE loss, which we can see as a Reinforce variant with only a policy to
optimize and, particularly, with access to an oracle, which gives information about which action
(candidate) is the right one for each received message. As such, the Listener (SS) can efficiently
learn how to map messages to the correct candidates. On the other hand, the RL version has no
access to such an oracle and needs to interact with the environment to build this knowledge. The
decrease in sample efficiency from SS to RL is, therefore, a natural phenomenon. Nonetheless, the
RL version introduces a critic loss term whose synergy with the policy loss term helps to improve
the final performance compared to the SS version.

One disadvantage of employing, at inference time, the communication protocols learned by play-
ing default LG variants (LG (SS) and LG (RL)) is that they are not robust to deal with message
perturbations. Since agents train only with perfect communication, they never experience noisy
communication. The performances of SS and RL with noisy communication thus experience an
extensive drop as shown in Table 2.

When introducing noise at training time (NLG), we place the agents in a more complex environment
where only random fractions of the message are visible. Despite such modifications, they can still
adapt to the environment and learn robust communication protocols that handle both types of mes-
sages (with and without noise). We notice equivalent accuracy performance for NLG and LG (RL)
when testing with perfect communication channels and a significant boost when conducting tests
with noisy communication channels (see Tables 1 and 2, respectively). These results indicate that
adding noise at training time is an effective solution to learn more robust communication protocols.

3.2.1 COMPARING DIFFERENT LEVELS OF NOISE

Examining the results obtained from NLG and MRILG against LG (RL) when evaluating using a
noiseless channel, we observe no loss in inference capabilities for any noise level applied during
training, as shown in Table 3.

Additionally, since we force the evaluation game to have at most one round, we observe no clear
advantage when training agents in the multi-round game against NLG. From Table 4, we observe
that the test accuracy decreases as the noise increases. Additionally, when training with λ = 0.25,
the performance loss in test accuracy is almost negligible compared to the results in Table 3. The
agents can effectively sustain this noise threshold without losing performance. One possible reason
for this behavior is that messages are overly lengthy, where even having just 75% of the tokens is
still enough to encode useful information regarding the Speaker’s input.
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Table 1: Test accuracy with SD for different
game variants, using ImageNet dataset and over
10 seeds. During training |C| = 1024. During
test λtest is set to 0.

Game λ |C| (test)

1024 4096

LG (SS) 0 0.96
(0.02)

0.88
(0.04)

LG (RL) 0 0.99
(0.00)

0.97
(0.00)

NLG 0.5 0.99
(0.00)

0.97
(0.00)

Table 2: Test accuracy with SD for different
game variants, using ImageNet dataset and over
10 seeds. During training |C| = 1024. During
test λtest is set to 0.5.

Game λ |C| (test)

1024 4096

LG (SS) 0 0.05
(0.01)

0.03
(0.01)

LG (RL) 0 0.11
(0.02)

0.06
(0.01)

NLG 0.5 0.82
(0.01)

0.68
(0.02)

Table 3: Test accuracy with SD for different
game variants, using ImageNet dataset and over
10 seeds. During test λtest is set to 0.

Game λ ν |C| (test)

1024 4096

NLG 0.25 - 0.99
(0.00)

0.97
(0.00)

NLG 0.5 - 0.99
(0.00)

0.97
(0.00)

NLG 0.75 - 0.98
(0.00)

0.94
(0.01)

MRILG 0.25 -0.2 0.99
(0.00)

0.97
(0.01)

MRILG 0.5 -0.2 0.99
(0.00)

0.97
(0.01)

MRILG 0.75 -0.2 0.98
(0.01)

0.94
(0.04)

Table 4: Test accuracy with SD for different
game variants, using ImageNet dataset and over
10 seeds. During test λtest is set to λ.

Game λ ν |C| (test)

1024 4096

NLG 0.25 - 0.97
(0.00)

0.90
(0.01)

NLG 0.5 - 0.82
(0.01)

0.68
(0.02)

NLG 0.75 - 0.36
(0.01)

0.23
(0.01)

MRILG 0.25 -0.2 0.96
(0.01)

0.89
(0.02)

MRILG 0.5 -0.2 0.80
(0.01)

0.65
(0.02)

MRILG 0.75 -0.2 0.37
(0.01)

0.23
(0.01)

3.2.2 COMPARING DIFFERENT REWARDS FOR THE IDK ACTION

Focusing on the idk reward’s impact, ν, we observe a clear advantage of using a lower value for
the idk reward, see Tables 5 and 6. We observe similar results when the ν = {−0.5,−0.2}. On
the other hand, having ν close to 0 decreases test accuracy considerably. In addition, the training is
unstable for this idk reward level since a considerably high variance appears in all results. As such,
we discern that adding more cost to the idk action is a clear strategy to ensure the Listener does not
exploit this action and only uses it when there is high uncertainty about the correct candidate.

3.2.3 SCALING THE NUMBER OF CANDIDATES

For every different game, we scale the number of candidates, |C|, from 16 to 1024, using a ratio
of 4. Looking at Tables 7 and 8, we can see an evident generalization boost when the number of
candidates increases for every game. We posit that increasing the game’s difficulty (increasing the
number of candidates) helps the agents to generalize. As the candidates’ set gets additional images,
the input diversity increases, which affects how agents encode and interpret more information to
distinguish the correct image from all others.

We note that as |C| increases, the test performance also increases, but at a smaller scale, e.g., the test
gap (when at test time |C| = 4096 candidates), between LG (RL) with |C| = 16 and |C| = 64 is 0.4
and only 0.03 between |C| = 256 and |C| = 1024. The noisy games exhibit the same behavior and
have comparable results to LG (RL) despite the increased complexity in the environments.

4 CONCLUSION & FUTURE WORK

In this work, we focus on creating emergent and robust languages that can be safely employed at
inference time since they are robust to perturbation in the communication channel. Following this
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Table 5: Test accuracy with SD for different
game variants, using ImageNet dataset and over
10 seeds. During test λtest is set to 0.

Game λ ν |C| (test)

1024 4096

MRILG 0.5 -0.5 0.99
(0.00)

0.96
(0.00)

MRILG 0.5 -0.2 0.99
(0.00)

0.97
(0.00)

MRILG 0.5 -0.05 0.79
(0.42)

0.72
(0.38)

Table 6: Test accuracy with SD for different
game variants, using ImageNet dataset and over
10 seeds. During test λtest is set to 0.5.

Game λ ν |C| (test)

1024 4096

MRILG 0.5 -0.5 0.81
(0.01)

0.66
(0.02)

MRILG 0.5 -0.2 0.80
(0.01)

0.65
(0.02)

MRILG 0.5 -0.05 0.62
(0.33)

0.50
(0.26)

Table 7: Test accuracy with SD for different
game variants, using ImageNet dataset and over
10 seeds. During test λtest is set to 0.

Game λ ν |C| |C| (test)

1024 4096

LG (RL) 0 - 16 0.67
(0.04)

0.39
(0.04)

LG (RL) 0 - 64 0.93
(0.01)

0.79
(0.03)

LG (RL) 0 - 256 0.98
(0.00)

0.94
(0.01)

LG (RL) 0 - 1024 0.99
(0.00)

0.97
(0.00)

NLG 0.5 - 16 0.55
(0.03)

0.27
(0.02)

NLG 0.5 - 64 0.87
(0.01)

0.67
(0.03)

NLG 0.5 - 256 0.98
(0.00)

0.91
(0.01)

NLG 0.5 - 1024 0.99
(0.00)

0.97
(0.00)

MRILG 0.5 -0.5 16 0.56
(0.04)

0.29
(0.04)

MRILG 0.5 -0.5 64 0.90
(0.01)

0.72
(0.03)

MRILG 0.5 -0.5 256 0.98
(0.00)

0.92
(0.01)

MRILG 0.5 -0.5 1024 0.99
(0.00)

0.96
(0.00)

Table 8: Test accuracy with SD for different
game variants, using ImageNet dataset and over
10 seeds. During test λtest is set to 0.5.

Game λ ν |C| |C| (test)

1024 4096

LG (RL) 0 - 16 0.03
(0.01)

0.01
(0.01)

LG (RL) 0 - 64 0.09
(0.07)

0.05
(0.03)

LG (RL) 0 - 256 0.11
(0.06)

0.06
(0.04)

LG (RL) 0 - 1024 0.11
(0.02)

0.06
(0.01)

NLG 0.5 - 16 0.32
(0.02)

0.14
(0.01)

NLG 0.5 - 64 0.57
(0.02)

0.33
(0.02)

NLG 0.5 - 256 0.73
(0.01)

0.54
(0.02)

NLG 0.5 - 1024 0.82
(0.01)

0.68
(0.02)

MRILG 0.5 -0.5 16 0.33
(0.03)

0.14
(0.02)

MRILG 0.5 -0.5 64 0.59
(0.02)

0.35
(0.02)

MRILG 0.5 -0.5 256 0.75
(0.02)

0.55
(0.03)

MRILG 0.5 -0.5 1024 0.81
(0.01)

0.66
(0.02)

motivation, we extend the LG arriving at more complex variations to add robustness to the communi-
cation protocol. We add a noisy communication channel during training and enable a more elaborate
interaction between agents by allowing the Listener to ask to play another round before making a fi-
nal decision. These environment modifications and the introduction of a novel Listener architecture
permit the emergence of robust languages to noise. These robust communication protocols perform
similarly to the original LG using deterministic channels. Additionally, when using noisy channels,
the robust communication protocols surpass the performance of the original LG counterparts.

As future work, we could evaluate different types of noise induced in the communication channel,
like changing tokens for others of the same vocabulary, or even using an additional agent to control
what tokens to hide. One could also employ the agents’ architectures in other, more complex,
environments with long-horizon rewards, where the Listener intentionally asks for another message
from the speaker when evaluating which action to take. Additionally, as we emphasize in the last
paragraph of Section 2.2.2, a deeper study is encouraged to understand the conditions necessary for
the agents learn how to communicate and agree on a communication protocol.
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A EXTENDED RELATED WORK

One of the core properties of emergent communication is that agents learn a communication protocol
on their own, where coordination is needed to solve a task. The study of emergent communication
with neural agents started with continuous communication channels during training. (Sukhbaatar
et al., 2016) propose a communication channel that shares continuous vectors where each agent re-
ceives a combination of all messages broadcasted by all other agents. Jorge et al. (2016) proposed
a recurrent version of the Lewis Game with continuous messages. While such works have good
performances, they benefit from having differential communication channels, making it possible for
gradients to pass through. Havrylov & Titov (2017); Mordatch & Abbeel (2018); Guo et al. (2019);
Chaabouni et al. (2020); Rita et al. (2022) used a formulation of the Lewis Game to study emergent
communication, where messages also contain discrete tokens but still allow for gradients to pass
through the communication channel. As such, these methods employ a DIAL paradigm (Foerster
et al., 2016), allowing for an end-to-end training scheme (across agents) by sampling discrete tokens
using straight-through Gumbel-Softmax estimator (Jang et al., 2016). From a natural language per-
spective, these approaches do not fully align with the properties of human communication, which is
discrete and undifferentiable.

Other approaches, similarly to our work, close the gap to human language by using discrete channels
to communicate at training and execution times, meaning gradients do not flow through the channel.
In this case, we have a RIAL approach where each agent perceives others as part of the environment.
In most cases, these works rely on a variation of Reinforce (Williams, 1992) to model the Speaker
and Listener, where both agents try to maximize the game’s reward. Primarily, Foerster et al. (2016);
Lazaridou et al. (2017) developed discrete communication channels composed of only one symbol.
The former study designed games where two agents simultaneously have the Speaker and Listener
roles to classify images. Nevertheless, the architecture having independent agents performed poorly
for the mentioned task, when compared to a DIAL approach. The latter work implemented a simpler
version of the Lewis Game where the Listener discriminates between two images. The Speaker
also has information about the images that the Listener will receive. Choi et al. (2018) further
extended the latter game design creating agents that can handle messages composed of multiple
discrete symbols, called the Obverter technique. The authors accomplish this by modeling the
Speaker to choose the message that maximizes the Speaker’s understanding. This assumption roots
the theory of mind (Premack & Woodruff, 1978), where the Speaker assumes the Listener’s mind and
its own are identical. Although this work is an improvement from past works regarding the emulation
of human language, there are still severe limitations. For example, the environment considered has
only two effective degrees of freedom that must be modeled (shape and color of simple 3D shapes),
limiting severily input diversity.

New extensions to the Obverter focus on studying specific properties of human language, like com-
positionality or pragmatics. Ren et al. (2020) developed an iterated learning strategy for the Lewis
Game, trying to create highly compositional languages as a consequence of developing a new lan-
guage protocol by having several distinct learning phases for each agent. From a linguistics per-
spective, compositionality is crucial since it encourages the expression of complex concepts through
simpler ones. Another approach tries to leverage a population of agents to study its effect on sim-
plifying the emerged language (Graesser et al., 2019). The authors use a simple visual task where
agents communicate binary messages through a fixed number of rounds to match an image to a
caption. The image depicts a simple shape with a specific color. Since each agent observes only
part of the image, they must cooperate to solve the task. Li & Bowling (2019) also considers a
variation of the Lewis Game with a discrete communication channel. The main objective is to give
another perspective on how to evaluate the structure of the resulting communication protocol, giv-
ing experimental evidence that compositional languages are easier to teach to new Listeners. This
additional external pressure surfaces when the Speaker interacts with new Listeners during training.
The proposed experiments continue in the same line of simplicity since inputs are categorical values
with two attributes, messages contain only two tokens, and the number of candidates the Listener
discriminates is only five objects.

As a succeeding work, Chaabouni et al. (2022) proposed scaling several dimensions of the Lewis
Game to create a setup closer to simulating human communication. Compared to the previous
works, this study tries to scale several dimensions of the Lewis Game: the number of candidates
received by the Listener, the dataset of images used, and the number of learning agents. Scaling
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such dimensions makes the referential game more complex, promoting the generality and validity
of the experimental results. Moreover, this study also suggests that compositionality is not a natural
emergent factor of generalization of a language as the environment becomes more complex (e.g.,
using real-world images). This work can be seen as the initial starting point of our proposed work.
In particular, we follow this game setup and extensively make more challenging environments where
we add a time dependency and a stochastic communication channel. We argue that having a multi-
step environment and a noisy communication channel enables learning more general and robust
communication protocols.

There are few works in the literature that take into account noise in the communication channel.
Tucker et al. (2021); Kuciński et al. (2021) apply a DIAL scheme, where the noise is sampled and
added in the continuous space before applying the Gumbel-Softmax trick. As such, the problem is
simplified by learning a continuous latent space robust to noise. More closely related to our work
is the study presented by Ueda & Washio (2021). In such work, we are in an emergent discrete
communication setting where the authors use a noisy communication channel to test the Zipf’s law
of abbreviation (Zipf, 2013). As such, the goal is to investigate conditions for which common
messages become shorter. In this context, the authors propose an adversarial setting to try to deceive
the Listener by giving another plausible message (different from the Speaker’s message), which,
as training progresses, promotes the usage of shorter messages. Our method differs from this work
since we assume the communication channel can suffer external perturbations, mimicking the loss of
information. In our case, we apply noise by changing the corresponding token to a pre-defined token
called the unknown token. Therefore, we are interested in evaluating the communication protocols’
robustness to handle different noise levels at test time. Additionally, our referential games are more
complex since we use datasets with natural images for discrimination instead of categorical inputs.

Another particular extension related to our work is the introduction of multiple message transmis-
sions before the Listener makes a final prediction (Evtimova et al., 2018; Qiu et al., 2022; Bogin
et al., 2018). In particular, Evtimova et al. (2018) introduced a new referential game with a bidi-
rectional communication channel. Even though the exchange of information between the Speaker
and Listener happens in both directions, the amount of information is reduced since messages are
binary vectors and have a fixed length. The Listener’s task also adapts to this setting since only one
candidate can be predicted in each game round. Compared to our proposed multi-round referential
game (MRILG), we only allow information to flow from the Speaker to the Listener. However, the
vocabulary we use comprises of discrete tokens, increasing combinatorially the amount of infor-
mation transmitted. Further complexity also arises by having our Listener agent discriminate all
candidates simultaneously in each game round played. Bogin et al. (2018) introduced environments
where communication happens during long-horizon tasks based on grid worlds. To compensate for
the stochasticity of the environment, especially at the beginning of the training phase, the authors
proposed restricting the Speaker’s learning to be more consistent in related conditions. By having
a pre-trained scoring function for the environment’s goal, the Speaker will have the additional ob-
jective of composing messages yielding a similar score to the goal score. Learning a new score
for each new environment can be time-consuming, and this approach will also limit the Speaker’s
search space that can be explored when learning the communication protocol. In comparison to our
work, we do not limit the exploration capability of the Speaker but force the Speaker to be agnostic
to the current round since our main focus is to study how different Listener architectures impact the
emergent language. Further, our input distribution is also more complex than in the mentioned work,
since we use real-world images as input. Finally, we would like to point out that the work of Qiu
et al. (2022) introduces a game with similar dynamics to our MRILG game, where at each round
the Listener can decide to play another round or make a final prediction given the set of candidates.
Nonetheless, there are still fundamental differences between both approaches. Both studies have
different objectives since our games emulate discrete communication channels, and the authors’
objective is to communicate drawings by sending continuous strokes. Complementarily, Qiu et al.
(2022) simplify the coordination problem by using a DIAL approach. In contrast, our method uses a
RIAL approach, where, in this case, the Speaker does not know that the message is being modified,
complicating the coordination task.
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Figure 3: Visual Representation of the Lewis Game (LG).

B LEWIS GAME VARIANTS

For completeness and to have a self-contained study, we now give additional information regarding
every LG variant implemented.

B.1 LEWIS GAME (LG)

The original LG is a discrimination game where a Speaker describes an image to the Listener by
sending a message composed of discrete tokens. Afterward, the Listener uses the message to delib-
erate which image of the received set (candidates) was also the Speaker’s input. We give a complete
description of LG in Section 2.1. Furthermore, the Figure 3 depicts a visual representation of the
LG.

B.2 NOISY LEWIS GAME (NLG)

NLG is an extension to the LG, where the communication channel stops being completely reliable,
implying that messages can suffer random perturbations, see Figure 4. Similarly to the MRILG
(Section 2.2), we define a noise function to convert each message’s token into a predefined unknown
token given some probability. Specifically, LG is a particular implementation of NLG where the
noise level, λ in equation 1, is always 0.

B.3 MULTI-ROUND INDECISIVE LEWIS GAME (MRILG)

The final and most general game we present is the MRILG. This game further generalizes NLG,
where agents can play multiple rounds before the Listener makes a final prediction. The Listener
architecture attains a new action (idk) that allows the agents to play a new round instead of the
Listener choosing a candidate, thus terminating the game in the latter case. A full description of
MRILG appears in Section 2.2, and Figure 5 illustrates the game visually.

C LISTENER ARCHITECTURES

We now give more information detailing the agent architectures used for each LG variant. We
reiterate that the Speaker architecture remains unchanged for all games. The only agent suffer-
ing modifications between games is the Listener, to be more precise, the Listener’s head module.
Hence, the base modules that process the message and candidates also remain unchanged between
games. As Section 2.2.1 thoroughly explains, the token and recurrent modules (e(· ;ϕ) and h(· ;ϕ),
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Figure 4: Visual Representation of the Noisy Lewis Game (NLG).
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Figure 5: Visual Representation of the Multi-Round Indecisive Lewis Game (MRILG). The idk
action in the Listener’s guess stands for “I don’t know”.

respectively) convert each message token sequentially into a final hidden state z
(i)
T,ϕ. Regarding

the candidates, a fixed image encoder, f , converts them into compact representations. Then, two
different functions, g and c, further reduce the dimensionality of the message and candidate rep-
resentations, respectively. Particularly, g and c use a non-linear activation function (tanh) before
returning the respective vectors, l(i)m and lxj

. Finally, l(i)m and lxj
pass through an attention mecha-

nism to output a single vector, s(i) =
[
l
(i)
m · lx1 . . . l

(i)
m · lx|C|

]T
, to the Listener head containing

fused information from the message and each candidate.

In order to have a frame of reference to benchmark our novel games and agent architectures, we
re-implemented the Listener architecture proposed by Chaabouni et al. (2022) (original), which we
call LG (SS). In this case, the Listener employs a self-supervised (SS) architecture where the head
module sends the attention logits through a softmax to convert them into a distribution. The cor-
responding learning procedure invokes the InfoNCE loss Oord et al. (2018) to attract the message
representation to the representation of the right candidate while, at the same time, repulsing all other
candidates. Therefore, the SS architecture can only play in one-round LG variants since it is not
straightforward or natural to encode the idk action. Lastly, we disclose that our LG (SS) implemen-
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Figure 6: Accuracy during training of two imple-
mentations of LG (SS), (1) Original Chaabouni
et al. (2022) and (2) Ours (Appendix C). The
dataset used was ImageNet and |C| = 1024.

Table 9: Test accuracy with SD for two imple-
mentations of LG (SS), (1) Original Chaabouni
et al. (2022) and (2) Ours (Appendix C), using
ImageNet dataset. During training |C| = 1024.

Game Implementation |C| (test)

1024 4096

LG (SS) Original (1) 0.96 0.88
LG (SS) Ours (2) 0.96 0.88

tation differs slightly from the original implementation, where we place the tanh activation function
before giving the message (l(i)m ) and candidate representations (lxj

) to the attention mechanism.
Figure 6 illustrates the training procedure for both implementations, where we can see similar data
efficiency since both curves jump to a mean reward (accuracy) of 0.8 before the 50 k steps. Ad-
ditionally, as the training step increases, both implementations converge to similar values (around
0.98). We also introduce test accuracies in Table 9, where both implementations also yield identical
results.

Secondly, we implemented two novel Listener head architectures to accommodate the new proposed
LG variants (LG (RL), NLG, and MRILG). All architectures differ only in the actor sub-module.
As such, the critic sub-module remains unchanged, and its procedure approximates the cumulative
discounted reward by supplying the attention logits, s(i), to v(s(i) ;ϕ). The actor sub-module
used to play LG (RL) and NLG uses the softmax function to convert the attention logits, s(i), into
a distribution containing the action to pick each candidate. Regarding the Listener head module
implemented for the MRILG, there is an extra function, t(· ;ϕ), to compute the logit corresponding
to the idk action. See Section 2.2.1 for a fully detailed description of the actor module used for
MRILG.

D ARCHITECTURE IMPLEMENTATION

Succeeding the detailed explanation of the several Listener architectures applied for each LG variant
(Appendix C), we present concrete network implementations for both agents in this section.

D.1 SPEAKER

The network implemented for the Speaker agent will receive as input an image and output a message
composed of T discrete tokens, each retrieved from the same fixed vocabulary:

• f : A frozen ResNet-50 (He et al., 2016) model trained with BYOL algorithm (Grill et al.,
2020) on ImageNet dataset (Russakovsky et al., 2015). The output size of the resulting
features is 2048.

• g(· ; θ): A single linear layer to reduce the features’ dimensionality from 2048 to 512 in
order to fit in the next layer, an LSTM (Hochreiter & Schmidhuber, 1997). Additionally,
we divide the resulting vector into two equal parts, denoting the initial hidden, z0,θ, and
cell values ,c0,θ, of the LSTM.

• e(· ; θ): Embedding layer to convert discrete tokens into continuous vectors. The embed-
ding layer receives the discrete token ut, as an integer and with size |W| + 1, and outputs
a feature vector e(ut; θ) of size 10.
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• h(· ; θ): Recurrent layer, implemented as a single LSTM of size 256. The initial hidden
and cell states are the output of g(· ; θ). Additionally, h processes the continuous version of
each message token e(ut−1; θ) iteratively. Furthermore, the computed hidden value zt,θ,
in each iteration t, will be the input to the value and critics heads, πS(·|zt,θ) and v(· ; θ),
respectively.

• πS(·|zt,θ): For a given iteration t, the actor policy head uses a linear layer (output size of
|W|) followed by the softmax function to convert the hidden state zt,θ into a categorical
distribution Cat(|W|, πS(·|zt,θ)), where each value indicates the probability of choosing
each token as the next one to add to the message, ut.

• v(· ; θ): Critic value head to estimate the expected value, in this case, the reward received
for the current round R(x, x̂), by implementing a linear layer with an output size of 1.
When playing the MRILG, there is a different reward for each round: R(x, x̂(i), i)

D.2 LISTENER

The Listener architecture has two input entries to acquire the Speaker’s message and the set of can-
didate images. This architecture suffers internal modifications to adapt to the specifications of the
LG variant to play. Moreover, it is also possible to create different Listener architectures to solve the
same game as we show in Appendix C, where we have SS and RL Listener architectures to play the
LG. Hence, we first detail the implementation of common modules used in every Listener architec-
ture. These sub-modules are the message and candidates’ sub-modules used to extract information
from the message and candidates, respectively. Afterward, we detail the sub-module specific to each
different Listener, labeled as the Listener’s head. As a brief remark, we omit superscripts describ-
ing the round index from all variables since all games, except MRILG, have a duration of only one
round, and extending to the multi-round case is straightforward.

D.2.1 COMMON SUB-MODULES

We describe every network implementation contained in the common Listener’s sub-modules (mes-
sage and candidates sub-modules):

• f (candidates): A frozen ResNet-50 trained with BYOL on the ImageNet dataset, where
f converts the image into a vector with 2048 features. f is the same network used in the
Speaker architecture, see Appendix D.1.

• c(· ;ϕ) (candidates): This single linear layer, followed by the tanh function, receives each
candidate’s feature vector lxi = c(f(xi);ϕ) to reduce its dimensionality from 2048 to 256.

• e(· ;ϕ) (message): A single embedding layer to convert a discrete message token ut

into a continuous vector of size 10. e(· ;ϕ) is equal to the Speaker’s layers e(· ; θ) but
parametrized with a different set of parameters, ϕ.

• h(· ;ϕ) (message): An LSTM layer with a size of 512, receiving the continuous featuers
of each message token e(ut;ϕ) iteratively. The initial hidden z0,ϕ and cell states c0,ϕ are
both 0.

• g(· ;ϕ) (message): Linear layer followed by the tanh function to reduce the dimensionality
of the last hidden state value zT,ϕ from a vector size 512 to 256, denoted as lm.

D.2.2 LG (SS)

Upon the message and candidate sub-modules outputting the respective hidden values, lm and lxj ,
respectively, the SS Listener architecture computes a single value score between lm and each lxj ,
using the cosine similarity function (non-parameter function), cos_sim = lm · lxj

/(∥lm∥∥lxj
∥).

Following this step, the similarity outputs pass through a softmax function, yielding a categorical
distribution suitable to apply InfoNCE loss (Oord et al., 2018).

D.2.3 LG (RL) & NLG

The Listener’s head architecture for both LG (RL) and NLG has the same structure:

18



Under review as a conference paper at ICLR 2024

• s: Non-parametrizable function to combine information coming from the received message
and candidate set. The attention mechanism s happens through a dot product between lm,

and each lxj , defined as s=
[
lm · lx1

. . . lm · lx|C|

]T
.

• πL(·|s): πL corresponds to the Listener’s head actor head and contains the softmax function
to convert the logits s into a categorical distribution Cat(|C|, πL(·|s)). Each distribution
value maps the probability of choosing the candidate with the same index πL(i|sϕ)), where
i ∈ {1, . . . , |C|}.

• v(· ;ϕ): The Listener’s critic head v receives the attention logits s and passes them through
a multi-layer perceptron (MLP), outputting a one-dimension value corresponding to a pre-
diction of the reward R(x, x̂) for the associated game. The hidden and output sizes of
the MLP are (max(|C|/4, 4),max(|C|/16, 2), 1), and the activation function used in the
hidden layers is the ReLU function.

D.2.4 MRILG

For the multi-round game (MRILG), the Listener’s head architecture is slightly different. In this
case, we also need to model the additional idk action to explicitly encode the ability to keep playing
the game through succeeding rounds. Thus, we slightly modify the Listener’s actor head πL where
we add a linear layer, t(· ;ϕ), to receive s(i) and output a single logit associated with the idk
action, s(i)idk. As such, the softmax function receives the resulting concatenation of s(i) with s

(i)
idk

and returns a categorical distribution Cat(|C|+ 1, πL(·|s(i), s(i)idk)). The new distribution models all
possible Listener actions, choosing a candidate or playing the idk action. The critic head has the
same architecture but now estimates the expected cumulative reward from the current round i until
the end of the game, see equation 2.

Additionally, we also slightly adjust h(· ;ϕ) to ensure dependencies between rounds and allow the
Listener to have access to information from prior rounds. In this case, the initial hidden and cell
values, z(i)

0,ϕ and c
(i)
0,ϕ, where i > 0, are not 0, but have the final values obtained during the previous

round, z(i−1)
T,ϕ and c

(i−1)
T,ϕ , respectively.

D.3 HYPERPARAMETERS

In this subsection, we detail the hyperparameters used to instantiate all LG experiments, exposed in
Tables 10 to 12.

E TRAINING DETAILS

Following the concise introduction about the learning strategy of both agents (Section 2.2.2), we now
add complementary information detailing the loss functions used by both agents. We also propose
an ablation study regarding essential architectural and training procedure choices given at the end of
Section 2.2.2.

E.1 LEARNING STRATEGY

We model both agents as RL agents for the novel LG variants proposed in this study, LG (RL), NLG,
and MRILG. We also follow a RIAL procedure (Foerster et al., 2016), where each agent perceives
others as part of the environment, meaning no gradients flow between agents allowing us to isolate
the loss function of each agent completely. We will now detail, first, the Speaker’s loss function and,
secondly, the loss function used by the Listener agent.

E.1.1 SPEAKER

Due to the Speaker’s role, its objective will converge on creating messages m = (ut)
T
t=1 in

such a way as to facilitate the mapping between the message and the right candidate (x̂ = x)
by the Listener. For a given round i, the Speaker, parametrized by θ, generates messages it-
eratively, where the following message token results from sampling its actor’s stochastic policy,
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Table 10: Common hyperparameters for all games: LG (SS), LG (RL), NLG, and MRILG. The
values of hyperparameters described as a set, {·}, means we run experiments with each value in the
set.

hyperparameter value

training steps 750 k
|C| {16, 64, 256, 1024}
|W| 20
T 10
αS,A 1
αS,C 1
αS,H 1× 10−4

αS,A 0.5
αL,A 1
αL,C 1× 10−3

αL,H 1× 10−4

Speaker’s optim adam
Listener’s optim adam
Speaker’s optim lr 1× 10−4

Listener’s optim lr 5× 10−5

η 0.99
γ 0.99

Table 11: Hyperparameters exclusive to NLG and MRILG. The values of hyperparameters described
as a set, {·}, means we run experiments with each value in the set.

hyperparameter value

λinit 0
λ {0.25, 0.5, 0.75}
noise init steps 300 k

u
(i)
t ∼ πS(·|x, (u(i)

t′ )
t−1
t′=1), conditioned on the target input image x and previously sampled tokens

(u
(i)
t′ )

t−1
t′=1. As a result, the Speaker’s goal attempts to find the best policy to maximize the expected

reward:
J (θ) = Ex∼U(X)

[
EπS(·|x) [R (x, x̂, i)]

]
,

where Ex∼U(X) considers the expectation for x over the dataset X, and Ex,πS
is over all possible

outputs generated by πS , in this case, all sequences of messages m, for each x. Also, note that the
Speaker is agnostic to the current game round being played, meaning rounds are independent, where
πS will only optimize the reward obtained for the current round, i, R

(
x, x̂(i), i

)
where x̂(i) =

x̂idk ∨ x̂(i) ∈ {x1, . . . ,x|C|}. For one-round games, R (x, x̂, i) = R (x, x̂).

By assessing a particular instance of an LG variant game, it is possible to define the expected reward,
given a target image x and game round i, as the value V πS (x, x̂, i) = Ex,πS

[R (x, x̂, i)]. Using the
policy gradient theorem, we can derive the gradient for the policy πS as:

∂θV
πS

(
x, x̂(i), i

)
= Ex,πS

[
T∑

t=1

R
(
x, x̂(i), i

)
∂θ log πS

(
u
(i)
t |x,

(
u
(i)
t′

)t−1

t′=1

)]
. (3)

As we can see in Equation 3, we set the discounted reward as R(x, x̂, i). This is true when the
Speaker’s discount factor, γS , is set to 1, which is our case. Additionally, this is also a valid as-
sumption since messages have a fixed length where only the final Speaker’s state (a message with
T tokens) has an implication in the game, since it is when the message is sent to the Listener. As
such, the Speaker only wants to maximize this final reward without considering delay through time.
Moreover, to reduce the overall variance, we also subtract a baseline to R(x, x̂, i). In this case, the
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Table 12: Hyperparameters exclusive to MRILG. The values of hyperparameters described as a set,
{·}, means we run experiments with each value in the set.

hyperparameter value

N 5
ν {−0.5,−0.2,−0.05}

policy gradient becomes:

∂θV
πS

(
x, x̂(i), i

)
=

Ex,πS

[
T∑

t=1

(
R
(
x, x̂(i), i

)
− V πS

t−1

(
x, x̂(i), i

))
∂θ log πS

(
u
(i)
t |x,

(
u
(i)
t′

)t−1

t′=1

)]
, (4)

where V πS
t−1(x, x̂

(i), i) = Ex,πS
[R(x, x̂(i), i)|(u(i)

t′ )
t−1
t′=1] contains the value currently conditioned

on information gathered until timestep t− 1.

To approximate equation 4, the Speaker’s learning strategy will minimize the following two losses.
First, the critic’s head v(z

(i)
t,θ; θ) will adjust towards matching V πS

t−1

(
x, x̂(i), i

)
by minimizing the

critic loss L(i)
C

(
x, x̂(i); θ

)
:

L
(i)
C (θ) =

1

|X|
∑
x∈X

T∑
t=1

(
R
(
x, x̂(i), i

)
− v

(
z
(i)
t,θ; θ

))2

.

Secondly, the actor’s policy loss L(i)
A (θ) targets minimizing the negative of the expected reward:

L
(i)
A (θ) = − 1

|X|
∑
x∈X

T∑
t=1

sg
(
R
(
x, x̂(i), i

)
− v

(
z
(i)
t,θ; θ

))
log

(
πS

(
u
(i)
t |z

(i)
t,θ

))
,

where sg is the stop-gradient function. Additionally, the Speaker’s actor head πS(·|z(i)
t,θ) estimates

πS(·|x, (u(i)
t′ )

t
t′=1), which is a valid approximation since the conditioned variable, z(i)

t,θ , jointly en-

codes information about the target image x and the tokens already present in the message (u(i)
t′ )

t−1
t′=1

due to its recurrent nature.

Furthermore, as Section 2.2.2 explains, the Speaker considers two additional loss terms to optimize
together with equation 4. One such supplementary loss term is the KL divergence, L(i)

KL(θ), which
aims to minimize the relative entropy between the actor’s policy πS and a target version of this
policy πS , computed as an EMA, θ ← (1− η)θ + ηθ, where η is a constant. As shown in previous
studies (Schulman et al., 2017; Vieillard et al., 2020), using an additional KL loss term helps achieve
better performance and, especially, stabilizes training which considerably helps in our case. We
define L

(i)
KL(θ) as:

L
(i)
KL (θ) =

1

|X|
∑
x∈X

T∑
t=1

E
u∼πS

(
·|z(i)

t,θ

)
πS

(
u|z(i)

t,θ

)
log

πS

(
u|z(i)

t,θ

)
πS

(
u|z(i)

t,θ

)
 .

The other additional loss term is an entropy loss term LH(θ), where the objective passes to increase
the actor’s policy entropy to incentivize the exploration of new actions (tokens to create the mes-
sage). Given πS , the entropy loss term minimizes the following negative sampled version of the
entropy:

L
(i)
H (θ) =

1

|X|
∑
x∈X

T∑
t=1

E
u∼πS

(
·|z(i)

t,θ

) [πS

(
u|z(i)

t,θ

)
log πS

(
u|z(i)

t,θ

)]
.
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E.1.2 LISTENER

Looking at the learning strategy for the Listener agent, we first emphasize that, in the case of the
MRILG, future rounds depend on past ones. Therefore, it is crucial to model the Listener’s reasoning
as a sequential decision problem involving all game rounds to ensure information can flow between
them, giving the Listener more complete information and helping it decide the best course of action.
In this setting, the Listener’s actor policy πL depends on all messages received until the current
round, i, M (i) = (m(i′))ii′=1 and the candidates set C ⊂ X. Note also that the Listener intrinsically
knows that all its previous actions were the idk action since this is the only way for the Listener to
play another game round. As a result, the Listener’s goal passes to maximize the expected reward
given all rounds of the game:

J (ϕ) = Ex∼U(X),C∼U(X),M(N−1)∼πL

[
EC,M(N−1),πL

[G0 (x, x̂)]
]

= Ex∼U(X),C∼U(X),M(N−1)∼πS

[
EC,M(N−1),πL

[
N−1∑
i=0

γiR (x, x̂, i)

]]
,

(5)

where the expectation Ex∼U(X),C∼U(X),M(N−1)∼πS(·|x) considers the space containing all possible
combinations of the target image x sampled from a discrete uniform distribution over the training
dataset U(X), set of candidates C also sampled independently from the same distribution U(X), and
sequences of messages M (N−1) each generated by the Speaker’s policy πS . Note, that C ∼ U(X) is
an abuse of notation (used for readability), where in reality, we have C′

1, . . . ,C′
|C|−1

i.i.d.∼ U(X) and

C = {x} ∪ C′. Similarly, M (N−1) ∼ πS is a simplified notation for m
′(i) = noise(m(i)(x; θ)) =

(nt(u
(i)
t ))Tt=1, where m

′(i) ∈M (N−1), u(i)
t ∼ πS(·|x, (u(i)

t′ )
t−1
t′=1), and nt is defined in equation 1.

The second expectation EC,M(N−1),πL
of equation 5 is over all possible actions for the listener’s

policy when fixing the target image x, candidates C and message sequence M (N−1). Moreover,
focusing on a particular occurrence of an LG variant, we define I ∈ {0, . . . , N − 1} as the number
of effective rounds played, e.g., if the Listener plays the idk action in the first two rounds and then
makes a final prediction (choosing a candidate), then I = 2. By fixing I , M (I), and C, it is possible
to define the value V πL(x,M (I),C) as:

V πL

(
x,C,M (I)

)
= EC,M(I),πL

[
I∑

i=0

γiR (x, x̂, i)

]
.

Retaking the policy gradient theorem, we derive:

∂θV
πL

(
x, x̂, C,M (I)

)
=

EπL

[
I−1∑
i=0

(
G (x, x̂idk, i, I)− V πL

(
x,C,M (i−1)

))
∂θ log

(
πL

(
x̂idk|M (i),C

))
+
(
G (x, x̂, I, I)− V πL

(
x,C,M (I−1)

))
∂θ log

(
πL

(
x̂|M (i),C

))]
,

where V πL
(
x,C,M (i−1)

)
= EπL

[R(x, x̂idk, i)|M (i−1),C] encodes the value conditioned on all
previous information until the previous round i− 1. The action x̂idk corresponds to choosing the idk
action, which happens for every round i, where i < I . Additionally, Equation 2 G.

Similarly to the Speaker, the main objective of the Listener’s training encompasses minimizing a
critic (value) loss LC(ϕ) and a actor’s policy loss term LA(ϕ). Regarding the value loss term
LC(ϕ), the function takes the form:

LC(ϕ) =
1

I

I∑
i=0

(
G (x, x̂, i, I)− v

(
s(i);ϕ

))2

,

where the Listener’s critic head v(s(i);ϕ) fits V πL
(
x,C,M (i−1)

)
. Additionally, to derive the

original policy πL(·|M (i),C), the Listener’s actor head πL(·|s(i), s(i)idk) targets the minimization of
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the negative of the expected rewards:

LA(ϕ) = −
1

I

[
I−1∑
i=0

sg
(
G (x, x̂idk, i, I)− v

(
s(i);ϕ

))
log πL

(
x̂idk|s(i), s(i)idk

)
+ sg

(
G (x, x̂, I, I)− v

(
s(I);ϕ

))
log πL

(
x̂|s(I), s(I)idk

)]
,

where s(i) encodes information from all previous messages and the candidates set, and s
(i)
idk considers

information about the idk action that also depends on s(i). At last, we also add an entropy loss term
L
(i)
H (ϕ) to the Listener’s loss to prevent early stagnation for specific actions:

L
(i)
H (ϕ) =

1

I

[
I−1∑
i=0

E
x̂idk∼πL

(
·|s(i),s

(i)
idk

) [πL

(
x̂idk|s(i), s(i)idk

)
log πL

(
x̂idk|s(i), s(i)idk

)]
+ E

x̂∼πL

(
·|s(I)

ϕ ,s
(I)
idk

) [πL

(
x̂|s(I), s(I)idk

)
log πL

(
x̂|s(I), s(I)idk

)]]
.

E.2 DATASETS

The datasets used to evaluate the proposed games are the ImageNet (Russakovsky et al., 2015)
and CelebA (Liu et al., 2015). We use the datasets provided by Chaabouni et al. (2022), where
the authors preprocess the data, as we will explain next. The ImageNet dataset contains mainly
RGB images of objects and animals clustered over 1000 labels. The training of the LG and ETL
experiments uses 99% of the original training data of ImageNet and the official validation set as
the test set. The CelebA dataset contains RGB images of celebrity faces denoting 10177 different
identities. This dataset also describes binary attributes for each image, like smiling, hair color, and
glasses. Additionally, a new dataset split is performed to ensure there is overlapping for all identities
between all sets (train, validation, and test), see Chaabouni et al. (2022).

Finally, images from both datasets are down-sampled using bicubic sampling, forcing the shorted
side to have 256 pixels, and then a center crop of 224x224 pixels is applied. The channel axis also
suffers normalization using mean and SD obtained from the ImageNet train set (He et al., 2016).
Afterward, a ResNet architecture pre-trained with BYOL (Grill et al., 2020) on ImageNet outputs
the representation used in all experiments, see Appendix D.1.

E.3 SCHEDULING NOISE

The approach on how to introduce noise to the NLG and MRILG games during the training phase
highly influences the learning of both agents, which ultimately can impact overall performance and
sample efficiency. As such, we present the Figure 7 and compare different ways to introduce and
schedule the noise threshold during training. From Figure 7a, in the first trial (1), the noise value is
fixed at its final value (0.5) during the entire training procedure. For the second one (2), a scheduler
linearly scales the noise from 0 to 0.5 during the first 40% of the training steps. Analyzing both
experiments, we observe that by gradually scheduling the noise, instead of fixing it at the pretended
end value, the mean reward leaves the failing zone considerably earlier, meaning the agents have
an easier time starting coordinating on a shared communication protocol. Having the noise increase
gradually allows for the pair of agents to first focus on creating a common language and, only after,
slowly adjust to the noise in the message. Note that introducing noise makes the environment highly
stochastic since the noise introduced is random. Additionally, the Listener is the only one capable
of perceiving this modification, which makes the coordination between the pair more challenging.
Figure 7b also corroborates our analysis, where in (1), the Speaker’s entropy only starts decreasing
after 120 k steps, as opposed to (2), where the same happens just after 50 k steps. As such, a
communication protocol starts to emerge much sooner in (2), where the Speaker begins conveying
more stable and regular messages.
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Figure 7: Mean reward (a) and the mean value for the Speaker’s policy entropy (b) on the ImageNet
dataset of different implementations of MRILG, with ν = −0.5, and |C| = 1024. The MRILG
implementations differ on how to schedule the noise λ value during training: (1) λ remains constant
at the end value 0.5; (2) λ linearly scales from 0 to 0.5 during the first 300 k steps, staying at this
value afterward.

0 100k 200k 300k 400k 500k 600k 700k

−3 

−2.5 

−2 

−1.5 

−1 

−0.5 

0 

0.5 

1 

(1) W/o value head
(2) Linear
(3) MLP

Training steps

M
ea

n 
re

w
ar

d

(a)

0 100k 200k 300k 400k 500k 600k 700k
0 

0.5 

1 

1.5 

2 

2.5 

3 

(1) W/o value head
(2) Linear
(3) MLP

Training steps

S
pe

ak
er

 e
nt

ro
py

(b)

Figure 8: Mean reward (a) and the mean value for the Speaker’s policy entropy (b) on the ImageNet
dataset of different implementations of MRILG, with λ = 0.5, ν = −0.5, and |C| = 1024. The
MRILG implementations differ in the architecture used for the value head v(· ;ϕ): (1) v(· ;ϕ) is not
implemented; (2) v(· ;ϕ) is a single linear layer; (3) v(· ;ϕ) is an MLP (w/ 2 hidden layers).

E.4 COMPARE DIFFERENT LISTENER HEAD CONFIGURATIONS

At the end of the Section 2.2.2, we argued that the Listener must have a critic head complementary
to its actor’s head. The Listener requires this design choice to have sufficient conditions to learn and
understand how to evaluate actions to further adjust its policy on mapping messages to the correct
candidates (correct actions) accordingly. Only when the Listener has such capabilities can the pair
of agents coordinate on developing a communication protocol efficiently.

We support such a claim in Figure 8, where Figure 8a shows the game’s mean reward obtained by
the agents during training, and the Speaker’s entropy progress during training appears in Figure 8b.
From Figure 8a, we observe the agents cannot learn how to communicate when we implement the
Listener without a critic head (1), where the reward is the lowest possible until the end of the training
phase. In this case, we also see that the Seaker’s entropy remains high and constant throughout
learning (Figure 8b), indicating that the pair of agents never agree on a communication protocol.

When the Listener architecture includes a linear layer as the critic head (2), there is a considerable
performance boost in the final reward obtained by both agents. After an unstable initial training
period (first 50k steps), where the Listener tries to exploit the idk action unsuccessfully, the agents
gradually learn how to coordinate. Consequently, a common language emerges starting from 100k
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steps. Validating this result, we observe that the speaker entropy starts decreasing around the 35k
step mark. As such, since early training, the Speaker starts creating more systematic messages,
further facilitating the Listerner’s job of mapping messages to the positive candidates.

Finally, we arrive at our default implementation by substituting the linear layer with an MLP for the
critic head (3). This additional modification improves the sample efficiency compared to the linear
version, where the established language emerges succeeding 80k steps (Figure 8a). Furthermore,
as the training routine stabilizes (300k step onward), we observe that the MLP version plateaus to
a slightly higher mean reward than the linear version. Factoring in the Speaker’s entropy, we note
a smooth decrease, after the 55k step mark, to the same lower bound as the linear version, around
0.12. Although the entropy for the MLP version leaves a high bound later, it achieves a lower value
earlier than the linear version, which is the key to have better sample efficiency.

F EASE & TRANSFER LEARNING

Following Chaabouni et al. (2022), we also utilize secondary tasks to evaluate the generality and
applicability of the languages learned in each LG variant. This evaluation procedure is called Ease &
Transfer Learning (ETL). The primary purpose of ETL is to evaluate if a preceding communication
protocol, which was grounded in a particular task, can be used by new agents to solve new tasks.
If this proposition holds, we get solid and empirical evidence about the generality of the emergent
language since it can encode high-level descriptive information to solve different types of tasks
related to the original environment.

ETL comprises four tasks: Discrimination, Classification, Attribute, and Reconstruction. We use
the first two tasks to evaluate instances of games played with the ImageNet dataset and all four tasks
when using the CelebA dataset. Due to the lack of description and reproducibility in Chaabouni
et al. (2022), we thoroughly report the objective of each task accompanied by the training regime
and hyper-parameters adopted.

We define new Listener agents to play the new tasks with a previously trained Speaker from one of
the original LG games. Additionally, we freeze the Speaker weights, meaning the communication
protocol remains fixed throughout training and evaluation of the ETL task. As such, we generate a
new discrete dataset that depends on the Speaker (converting each image into a message). On this
account, the only learning agent is the Listener. The Listener architecture has a common module
used to process the received message that does not depend on the ETL task. This module is equal to
the one implemented in the Listener architecture used in the LG, see Section 2.2.1. The difference
between architectures occurs in the Listener’s head module, as we will describe when introducing
each task.

Similar to the tests employed for the LG games, we add a new dimension for the ETL tasks where we
perturb the communication channel by adding noise. Accordingly, by varying this new dimension,
we can analyze how it affects the generalization capabilities of the communication protocols. We
also force all ETL tasks to have only one round for fair comparisons. We will now describe each
ETL task in detail, and afterward, the evaluation performed.

F.1 DISCRIMINATION TASK

This task is similar to the original LG task, where the difference is that we add noise to the candidates
and the Speaker’s input. The noise follows a Gaussian distribution with mean µ and a standard
deviation σ, see Table 14. Since we now have a fixed dataset, we regard this task as a supervised
problem where we design the Listener to have a similar architecture to the one used in the original
LG (SS). As such, we define a distance loss to train the Listener to recognize similarities between
messages and the correct candidate and, simultaneously, dissimilarities to opposing ones. To create
a more challenging task, we set the size of the candidates’ set, |C|, to 4096.

F.1.1 LISTENER’S HEAD ARCHITECTURE

We plug the head defined for the LG (SS) (Appendix D.2.2), where a similarity function computes
similarities between the message and each candidate. Then, a softmax function converts similarities
into a categorical distribution to train using InfoNCE loss (Oord et al., 2018).

25



Under review as a conference paper at ICLR 2024

Table 13: Hyperparameters modified (from Table 16) for the Discrimination task.

hyperparameter value

µ 0
σ 0.5
|C| 4096
batch size 4096 (= |C|)

Table 14: Hyperparameters modified (from Table 16) for the Classification task.

hyperparameter value

training steps (for ImageNet dataset only) 30 k

F.1.2 HYPERPARAMETERS

The hyperparameters adjusted for the Discrimination task appear in Table 13.

F.2 CLASSIFICATION TASK

With the classification task, we aim to evaluate whether the emerging language has any valuable
information to identify the category of an image. In this task, the Speaker receives an image and
encodes a message to the Listener. Afterward, the Listener tries to determine the class of the image
while receiving only the message sent by the Speaker as input. For the ImageNet dataset, we use the
label of each image as the target and the identity for the CelebA dataset.

F.2.1 LISTENER’S HEAD ARCHITECTURE

Since the objective of the Classification task is to identify the class of the image received by the
Speaker, the Listener’s head architecture consists of only one MLP where the final layer has the same
size as the number of classes (1000 and 10177, for the ImageNet and CelebA datasets, respectively)
and is then used for prediction after applying softmax. The MLP mentioned above also has one
hidden layer of size 256 and uses ReLU as the activation function.

F.2.2 HYPERPARAMETERS

Table 14 exposes the hyperparameters modified explicity for the Classification task.

F.3 ATTRIBUTE TASK

This task is very similar to the classification task, where instead of predicting the image class, the
Listener tries to predict secondary binary information related to facial attributes, such as gender, hair
color, and age.

F.3.1 LISTENER’S HEAD ARCHITECTURE

The Listener architecture is similar to the one described for the classification task, Appendix F.2.1.
In this case, we have an independent model to classify each attribute, where the loss adopted is the
binary cross-entropy loss.

F.4 RECONSTRUCTION TASK

The final ETL task is the Reconstruction task, where the primary purpose is reconstructing the
original image. The Listener’s head promotes a convolutional decoder to reconstruct the original
input image (Speaker’s input) by taking into account only the discrete message sent by the Speaker.
See Appendix F.4.1 for a complete description of the Listener’s head architecture.
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Table 15: Hyperparameters modified (from Table 16) for the Reconstruction task.

hyperparameter value

Gmax 500
Listener’s optimizer adam w/ weight decay reg.
Listener’s optimizer lr 3× 10−4

Listener’s optimizer b1 0.9
Listener’s optimizer b2 0.9
Listener’s optimizer weight decay 0.01

Table 16: Default hyperparameters used in all ETL tasks. Note that each ETL task can change some
parameter values, as specified in Appendices F.1, F.2 and F.4

hyperparameter value

training steps 10 k
batch size 128
|W| 20
T 10
Listener’s optimizer adam
Listener’s optimizer lr 1× 10−3

F.4.1 LISTENER’S HEAD ARCHITECTURE

The Listener’s head architecture encapsulates a decoder to reconstruct the original image. Since the
hidden message features zT,ϕ are the input of this module and have only one dimension, the first
step addresses the redimension of zT,ϕ into a 3D shape. As such, a single linear layer of size 2048
upsamples zT,ϕ, where the resulting dimension is (4, 4, 128) (with layout (height, width,
channel)) after reshaping, as 128 × 4 × 4 = 2048. Afterward, a decoding procedure aims to
upsample the features’ first two dimensions. The procedure occurs four times sequentially, and at
each step, we upsample the dimensions of the current features by doubling the width and height,
using nearest neighbor interpolation. Next, the upsampled features are given to a convolution layer
followed by a ReLU to reduce the number of channels as part of the reconstruction process. The
number of output channels is 64, 32, 16, 16 for each convolution, respectively. Finally, a concluding
convolution layer, followed by tanh, outputs the decoded image with dimensions (64, 64, 3). With
tanh as the final activation, the reconstructed image is the standardized version of the original one
after normalization using the ImageNet coefficients (He et al., 2016). Furthermore, the parameters
for all convolutions are equal: kernel size of (3 × 3), padding same, stride 1, and without bias.
Additionally, we use the MSE loss to train the Listener.

Finally, we employ the same optimizer parameters as the original work (Chaabouni et al., 2022),
where gradients are first clipped by their global norm when it is above a maximum threshold
Gmax (Pascanu et al., 2013). Then, adam with weight decay regularization (Loshchilov & Hut-
ter, 2017) computes the update rule. For more information on the hyper-parameters used, see Ap-
pendix F.4.2.

F.4.2 HYPERPARAMETERS

Please refer to Table 15 to consult the modified hyperparameters for the Reconstrunction task.

F.5 COMMON HYPERPARAMETERS

Table 16 describes the hyperparameters commonly used by all ETL tasks.

F.6 EVALUATION

In this sub-section, we present all results obtained by evaluating all ETL tasks regarding each LG
variant trained. Similarly to the primary evaluation, Section 3, we describe the results incrementally,
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Table 17: Test accuracy, with SD, of every ETL task trained using, the ImageNet dataset and over
10 seeds. During the LG training (before ETL), we fixed |C| to 1024.

Game |C| ETL tasks

Discrimination Classification
LG (SS) 1024 0.58

(0.05)
0.14
(0.01)

LG (RL) 1024 0.88
(0.01)

0.14
(0.01)

Table 18: Test accuracy, with SD, of every ETL task trained, using the CelebA dataset and over 10
seeds. During the LG training (before ETL), we fixed |C| to 1024.

Game |C| ETL tasks

Discrimination Classification Attribute Reconstruction
LG (SS) 1024 0.44

(0.05)
0.01
(0.00)

0.86
(0.00)

5814
(74)

LG (RL) 1024 0.62
(0.08)

0.01
(0.00)

0.85
(0.00)

5671
(192)

where we start by comparing both implementations (SS and RL) for the original LG. Afterward, we
introduce noise, adding NLG and MRILG to the comparison. Besides this analysis, we also explore
the impact of different values for the idk reward for the MRILG. Additionally, we compare the
influence of the candidate set size in all LG variants. Regarding the metrics adopted, we report
accuracy for all tasks except for the Reconstruction task, where we report the obtained final loss.

F.6.1 SS & RL IMPLEMENTATIONS FOR LG

We start the ETL evaluation by showcasing and comparing the performance of both prototypes of
the LG (SS and RL) when training without noise. We report the test performance for all applicable
ETL tasks for the ImageNet and CelebA datasets in Tables 17 and 18, respectively. As we will see
next, our newly proposed variant, LG (RL), reports better results than LG (SS).

Looking at the discrimination task, we continue to observe the same behavior encountered in the
LG evaluation, Section 3, where the RL version is superior to SS. From this new perspective, we
obtain further evidence that the communication protocol from the RL variant is more general than
the SS counterpart. In this case, the messages from the RL version are more appropriate to describe
the noisy image, which facilitates the selection process by the new Listener agent. As such, the
communication protocol from LG (RL) is more capable of dealing with other noise sources, such as
detecting noise in the Speaker’s input image.

Regarding the classification task, we see deficient performance for both datasets, with around 0.1
and 0 test accuracy for ImageNet and CelebA, respectively. Not only that, but we also observe the
same results for all LG variants testing with or without noise. In Appendix F.6.5, we propose a
simple explanation for these results that emerge from the messages’ content and structure.

Taking a closer look at the results for the CelebA dataset, we observe similar and considerably high
results (around 0.85) for the attribute task, which does not depend on the LG version, SS or RL. We
can then assess that there is a specific batch of images where the Listener agent cannot decode any
relevant information from the message to accurately classify the attribute.

For the final task, Reconstruction, we showcase the loss function obtained in the test set. We ob-
serve that LG (RL) obtains lower loss than LG (SS). To complement this analysis, Figure 9 shows
the reconstruction of several images for the LG (SS) and LG (RL) variants. Both versions can re-
construct some particularities of the original image such as sunglasses, hat, hair color, and gender.
On the other hand, information about orientation, age, or skin tone are not encoded in the messages.
Additionally we can clearly observe different facial layouts and different hair color, reconstructed
by LG (SS) and LG (RL), for the same image.
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F.6.2 INTRODUCING NOISE

To evaluate the robustness of the proposed LG variants to message perturbations, we add a new
train/test regime to ETL where the communication channel disturbs messages sent by the Speaker
by adding random noise, similar to NLG and MRILG. To have an insightful analysis, we propose
comparing LG (RL), NLG, and MRILG in the case of train/test regimes without and with noise.
We disregard LG (SS) since LG (RL) achieved better results, see Appendix F.6.1. Additionally, to
have a contained analysis, we fixed the noise level to 0.5, the candidate set size to 1024, and the idk
reward at −0.2. The exhaustive version of these results appears at Tables 31 to 38.

The results for the ImageNet dataset appear in Tables 19 and 21 for the train/test regime without and
with noise, respectively. Regarding the Discrimination task in the deterministic procedure (without
noise), the accuracy obtained for the noisy games, NLG and MRILG, are slightly lower than in
the LG (RL), around 0.03 and 0.06, respectively. Despite this minor decline, we continue to obtain
evidence that the noisy LG variants generate robust communication protocols of similar efficiency to
those induced by LG (RL). Another interesting observation is that the accuracy obtained in NLG is
slightly higher than MRILG’s. In the latter case, the available information suggests that the retained
communication protocol by the Speaker had more redundant information in each message which
is not valuable for a new one-round task. When introducing noise in the communication channel,
we observe a performance increase, around 0.05, for NLG and MRILG against LG (RL). Recall
that the discrimination task adds continuous noise to the Speaker’s input and candidates. Having
noisy inputs creates a different type of uncertainty that the communication protocol is not optimized
for. Even having robust agents to message noise practically does not impact the creation of more
descriptive messages when a significant part of the noise comes from another source, in this case,
combined with the input.

We perform a similar comparison for the CelebA dataset deployed in Tables 20 and 22. Focusing on
the Discrimination task and the deterministic regime, LG (RL), NLG, and MRILG have statistically
equal accuracy values with mean 0.62, 0.60, and 0.58, respectively. CelebA contains highly identical
samples since it only includes images of persons, whereas ImageNet aggregates images from 1000
object categories. In this case, the performance obtained was similar between all variants. When
training and testing with noise, we observe a considerable drop in accuracy, around 0.35, for all
variants. Similarly to what we discovered for the ImageNet dataset, the noise introduced to the
inputs turns the discriminative task more challenging than the original game. Inspecting the results,
NLG and MRILG obtain similar accuracy (0.31 and 0.30, respectively) against an accuracy for LG
(RL) around 0.26. As such, we get an indication that the NLG and MRILG’s protocol are slightly
more robust to noise in the communication channel combined with noise in the input image.

Regarding the Attribute task, all values vary between 0.84 and 0.86. As such, the performances for
every LG variant and train/test regime are highly identical. We hypothesize that there is a consid-
erable collection of samples where the identification of each attribute is accessible and effortlessly
contemplated in the communication protocols. For the other minority of samples, the communica-
tion protocols cannot encode information about the attributes. For this reason, we observe a sharp
rupture in accuracy for all methods.

Finally, we compare the results obtained in the Reconstruction task. The losses for all LG variants
are statistically equal for the train/test regimes without and with noise. No LG variant demonstrated
superior performance for this challenging task, which is obviously expected since the reconstructed
images originate from discrete tokens (message content), making extracting unique information
from each image extremely difficult. Additionally, in Figures 9, 10 and 12, we show some recon-
structed images for the compared LG variants (LG (RL), NLG, and MRILG, respectively). The
level of reconstruction detail is similar accross variants, where we can see all variants encoding hat,
sunglasses, hair color, and ignoring attributes not relevant to the original discrimination task, such
as skin tone and face orientation.

F.6.3 VARYING IDK REWARD

From the original evaluation Section 3.2.2, substantial evidence supported that the idk reward consid-
erably impacts the agent’s overall performance in the MRILG. Thus, we continue this evaluation in
the context of transfer learning, ETL, by comparing instances of MRILG with a fixed noise (0.5) and
batch size (1024), where we only vary the idk reward. The evaluation description for the ImageNet
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Table 19: Test accuracy, with SD, of every ETL task trained, using the ImageNet dataset and over
10 seeds. We do not apply noise during ETL’s train and test phase. During the LG training (before
ETL), we fixed |C| to 1024, λ to 0.5, and ν to −0.2.

Game λ ν |C| ETL tasks

Discrimination Classification
LG (RL) - - 1024 0.88

(0.01)
0.14
(0.01)

NLG 0.5 - 1024 0.85
(0.03)

0.14
(0.02)

MRILG 0.5 −0.2 1024 0.86
(0.03)

0.13
(0.01)

Table 20: Test accuracy, with SD, of every ETL task trained, using the CelebA dataset and over 10
seeds. During the LG training (before ETL), we fixed |C| to 1024. We do not apply noise during
ETL’s train and test phase. During the LG training (before ETL), we fixed |C| to 1024, λ to 0.5, and
ν to −0.2.

Game λ ν |C| ETL tasks

Discrimination Classification Attribute Reconstruction
LG (RL) - - 1024 0.62

(0.08)
0.01
(0.00)

0.85
(0.00)

5671
(192)

NLG 0.5 - 1024 0.60
(0.10)

0.00
(0.00)

0.85
(0.00)

5659
(129)

MRILG 0.5 −0.2 1024 0.58
(0.12)

0.00
(0.00)

0.85
(0.00)

5644
(121)

dataset appears in Tables 23 and 25 for the train/test regime without and with noise, respectively.
Similarly, and according to the same respective noise schemes, Tables 24 and 26 present the results
for the CelebA dataset. The extensive report divided by the noise level and train/test regime appears
in Tables 31 to 38.

Starting with the ImageNet dataset, we focus on the Discrimination task. In Table 23, we place
the deterministic train/test regime results and observe that the choice for the idk impacts the overall
performance moderately. The highest obtained test accuracy for the three reward levels (−0.5,
−0.2, and −0.05) is around 0.86 when idk is fixed at −0.2, opposing a slight decrease to 0.82 when
ν = −0.5 and a large decrease to 0.65 for the remain idk level (−0.05). We can describe this conduct
as, when having an idk reward close to 0 can direct the Listener toward developing a communication
protocol containing more redundant information (playing more rounds than necessary), having a
higher likelihood of overfitting the training dataset.

When adding noise to the ETL task, we obtain similar results, where the idk reward of−0.05 outputs
lower results than the other two levels. In this train/test regime, the new Listener agent has more
difficulty reasoning and combining the two input noisy sources (message and candidates), decreasing
the test accuracy by almost 0.50 (roughly 0.8 to 0.4). Based on the difference in performance for
both train/test regimes, we can infer that having access to the complete message generated by the
Speaker (all information) is crucial to discriminate noisy inputs.

Addressing now the CelebA dataset, we observe a similar result for the Discrimination task in the
deterministic train/test regime, where the idk rewards of −0.5 and −0.2) obtains the highest test
accuracies of 0.59 and 0.58, against 0.28 got when setting the idk reward at −0.05. Thus, we
can employ the same reasoning as described above for the ImageNet dataset, and since CelebA is
a more challenging dataset (Appendix F.6.2) the differences are even more prominent. Similarly,
having an idk away from 0 balances the creation of a communication protocol that leverages multi-
round information in its development and, at the same time, is not redundant by only continuing
playing when new information can be attained. Regarding the Attribute task, the results are the
same when setting the idk reward to −0.5 or −0.2. For the value −0.05, the accuracy drops slightly
to 0.83, which can be, again, a consequence of the presence of more redundant information in the
communication protocol (see text above). Moving to the final task, Reconstruction, we point to the
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Table 21: Test accuracy, with SD, of every ETL task trained, using the ImageNet dataset and over
10 seeds. We fix the noise during ETL’s train and test phase at 0.5. During the LG training (before
ETL), we fixed |C| to 1024, λ to 0.5, and ν to −0.2.

Game λ ν |C| ETL tasks

Discrimination Classification
LG (RL) - - 1024 0.36

(0.02)
0.07
(0.00)

NLG 0.5 - 1024 0.41
(0.02)

0.08
(0.01)

MRILG 0.5 −0.2 1024 0.41
(0.01)

0.07
(0.01)

Table 22: Test accuracy, with SD, of every ETL task trained, using the CelebA dataset and over 10
seeds. We fix the noise during ETL’s train and test phase at 0.5. During the LG training (before
ETL), we fixed |C| to 1024, λ to 0.5, and ν to −0.2.

Game λ ν |C| ETL tasks

Discrimination Classification Attribute Reconstruction
LG (RL) - - 1024 0.26

(0.03)
0.00
(0.00)

0.85
(0.00)

5871
(155)

NLG 0.5 - 1024 0.31
(0.04)

0.00
(0.00)

0.85
(0.00)

5833
(103)

MRILG 0.5 −0.2 1024 0.30
(0.06)

0.00
(0.00)

0.85
(0.00)

5820
(92)

same reasoning since the obtained losses were similar for the idk reward of −0.5 and −0.2, having
mean values of 5686 and 5644, respectively. The loss when ν = −0.05 was higher at 6182.

Addressing now the noisy train/test regime, we observe, for each task, the same behavior as the
deterministic regime. Focusing on the Discrimination task and similar to the deterministic train/test
regime, the test accuracy is higher for the idk rewards of −0.5 and −0.2 than the remaining level.
The same happens for the Attribute task where the idk rewards of −0.5 and −0.2 obtain the same
value (0.85) against a slight decrease for the−0.05 level (0.83). As such, we conclude that the same
behavior occurs in the noisy regime, indicating that the noise robustness lowers when the idk reward
is too small. We also observe this in the Reconstruction task where the loss values are lower for the
idk reward values of −0.5 and −0.2, against the value of −0.05.

F.6.4 VARYING NUMBER OF CANDIDATES

Finally, we study the last axis of the predominant hyper-parameters, which is the number of can-
didates. We do a quick analysis since the results comply with the main evaluation (Section 3.2.3),
where increasing the number of candidates is essential to improve performance. By increasing the
number of candidates, the Listener receives a broader variety of samples, facilitating learning and
recalling unique and valuable information to discriminate all candidates. Consequently, a more so-
phisticated communication protocol is necessary as the number of candidates increases since the
discriminative task becomes more difficult. For this evaluation and similar to the previous ones, we
fix the noise at 0.5 and the idk reward at −0.2. The results are for the following game variants: LG
(RL), NLG, and MRILG.

Tables 27 and 29 display the results for the ImageNet dataset employing the deterministic and noisy
regimes, respectively. Looking at the Discrimination task, we observe an increase in test accuracy
for all tasks as the number of candidates (used in the original RL task) scales up. Another important
and related observation is that the gap between accuracies decreases in the noisy train/test regime.
For example, in the regular regime (deterministic), the gap between 256 and 1024 candidates for LG
(RL) and MRILG variants is about 0.11 and 0.07, respectively. On the other hand, the gaps for the
same variants in the noisy regime are 0.08 and 0.05, respectively.

A similar outcome occurs for the results obtained when training with the CelebA dataset, Tables 28
and 30 display the results for the deterministic and noisy regimes, respectively. In the case of the
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Table 23: Test accuracy, with SD, of every ETL task trained, using the ImageNet dataset and over
10 seeds. We do not apply noise during ETL’s train and test phase. During the LG training (before
ETL), we fixed |C| to 1024 and λ to 0.5.

Game λ ν |C| ETL tasks

Discrimination Classification
MRILG 0.5 −0.5 1024 0.82

(0.03)
0.12
(0.02)

MRILG 0.5 −0.2 1024 0.86
(0.03)

0.13
(0.01)

MRILG 0.5 −0.05 1024 0.65
(0.34)

0.09
(0.05)

Table 24: Test accuracy, with SD, of every ETL task trained, using the ImageNet dataset and over
10 seeds. We do not apply noise during ETL’s train and test phase. During the LG training (before
ETL), we fixed |C| to 1024 and λ to 0.5.

Game λ ν |C| ETL tasks

Discrimination Classification Attribute Reconstruction
MRILG 0.5 −0.5 1024 0.59

(0.09)
0.00
(0.00)

0.85
(0.00)

5686
(121)

MRILG 0.5 −0.2 1024 0.58
(0.12)

0.00
(0.00)

0.85
(0.00)

5644
(121)

MRILG 0.5 −0.05 1024 0.28
(0.32)

0.00
(0.00)

0.83
(0.02)

6182
(466)

Discrimination and Reconstruction tasks applied in both train/test regimes, there is a clear benefit
of having a Speaker trained in a more complex RL task (increased number of candidates). As such,
we observe that the test accuracy increases for the Discrimination task as the number of candidates
increases for all LG variants. Comparetively, the loss obtained at evaluation time for the Reconstruc-
tion task also decreases as the number of candidates increases. The performance gap is also more
visible in the deterministic regime, where no message noise is involved. As an illustration, consider
the Discrimination task where the growth in accuracy for the MRILG variant, when increasing the
number of candidates from 256 to 1024, is 0.24 and 0.13, referring to the deterministic and noise
regimes, respectively. Comparatively, looking at the Reconstruction task and the same LG variant,
the increment in the test loss from 256 to 1024 candidates is 125 and 58 for the deterministic and
noisy train/test regimes, respectively. Finally, addressing the Attribute task, we observe no signif-
icant improvements in performance when expanding the number of candidates. Similarly to the
previous evaluation analyses (Appendix F.6.2), the test accuracy stays fixed at 0.85/0.86.

F.6.5 PARTICULAR ANALYSIS OF THE CLASSIFICATION TASK

To conclude the ETL study, we now focus on the Classification task for both datasets (ImageNet and
CelebA). In all experiments, the test accuracy is not higher than 0.15 and 0.01 when considering
the ImageNet and CelebA datasets, respectively. We argue that this outcome is a consequence of
the encoding qualities of the communication protocol. With these results, there is strong evidence
that the emerged communication protocol does not encode any particular information about the
class of each image since such information is irrelevant to solve the original setting (discriminating
between images). Therefore, since the Listener architecture for the Classification task only receives
the message sent by the Speaker as input, and it has no helpful information to solve the task.

G ADDITIONAL RESULTS

Continuing the evaluation present in Section 3, we present all tests performed for each LG variants
with different hyperparameters, see Tables 39 to 46.
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Table 25: Test accuracy, with SD, of every ETL task trained, using the ImageNet dataset and over
10 seeds. We fix the noise during ETL’s train and test phase at 0.5. During the LG training (before
ETL), we fixed |C| to 1024 and λ to 0.5.

Game λ ν |C| ETL tasks

Discrimination Classification
MRILG 0.5 −0.5 1024 0.40

(0.02)
0.07
(0.01)

MRILG 0.5 −0.2 1024 0.41
(0.01)

0.07
(0.01)

MRILG 0.5 −0.05 1024 0.31
(0.16)

0.05
(0.03)

Table 26: Test accuracy, with SD, of every ETL task trained, using the CelebA dataset and over 10
seeds. We fix the noise during ETL’s train and test phase at 0.5. During the LG training (before
ETL), we fixed |C| to 1024 and λ to 0.5.

Game λ ν |C| ETL tasks

Discrimination Classification Attribute Reconstruction
MRILG 0.5 −0.5 1024 0.30

(0.04)
0.00
(0.00)

0.85
(0.00)

5860
(95)

MRILG 0.5 −0.2 1024 0.30
(0.06)

0.00
(0.00)

0.85
(0.00)

5820
(92)

MRILG 0.5 −0.05 1024 0.14
(0.15)

0.00
(0.00)

0.83
(0.02)

6275
(374)

Table 27: Test accuracy, with SD, of every ETL task trained, using the ImageNet dataset and over
10 seeds. We do not apply noise during ETL’s train and test phase. During the LG training (before
ETL), we fixed λ to 0.5 and ν to −0.2.

Game λ ν |C| ETL tasks

Discrimination Classification
LG (RL) - - 16 0.37

(0.06)
0.07
(0.01)

LG (RL) - - 64 0.64
(0.09)

0.07
(0.01)

LG (RL) - - 256 0.80
(0.04)

0.13
(0.01)

LG (RL) - - 1024 0.88
(0.01)

0.14
(0.01)

NLG 0.5 - 16 0.30
(0.05)

0.07
(0.01)

NLG 0.5 - 64 0.54
(0.05)

0.07
(0.01)

NLG 0.5 - 256 0.77
(0.04)

0.13
(0.01)

NLG 0.5 - 1024 0.85
(0.03)

0.14
(0.02)

MRILG 0.5 −0.2 16 0.25
(0.14)

0.05
(0.03)

MRILG 0.5 −0.2 64 0.51
(0.19)

0.09
(0.03)

MRILG 0.5 −0.2 256 0.76
(0.05)

0.12
(0.02)

MRILG 0.5 −0.2 1024 0.86
(0.03)

0.13
(0.01)
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Table 28: Test accuracy, with SD, of every ETL task trained, using the CelebA dataset and over 10
seeds. We do not apply noise during ETL’s train and test phase. During the LG training (before
ETL), we fixed λ to 0.5 and ν to −0.2.

Game λ ν |C| ETL tasks

Discrimination Classification Attribute Reconstruction
LG (RL) - - 16 0.17

(0.07)
0.00
(0.00)

0.85
(0.00)

6050
(50)

LG (RL) - - 64 0.34
(0.11)

0.00
(0.00)

0.85
(0.00)

6012
(121)

LG (RL) - - 256 0.48
(0.09)

0.00
(0.00)

0.86
(0.00)

5750
(1544)

LG (RL) - - 1024 0.65
(0.09)

0.01
(0.00)

0.86
(0.00)

5633
(127)

NLG 0.5 - 16 0.16
(0.06)

0.00
(0.00)

0.85
(0.00)

6070.97
(79.74)

NLG 0.5 - 64 0.24
(0.08)

0.00
(0.00)

0.85
(0.00)

5992.45
(163.82)

NLG 0.5 - 256 0.37
(0.10)

0.00
(0.00)

0.85
(0.00)

5814.56
(191.90)

NLG 0.5 - 1024 0.54
(0.01)

0.00
(0.00)

0.85
(0.00)

5686.76
(157.08)

MRILG 0.5 −0.2 16 0.09
(0.05)

0.00
(0.00)

0.85
(0.00)

6179.81
(108.45)

MRILG 0.5 −0.2 64 0.20
(0.09)

0.00
(0.00)

0.85
(0.00)

6057.76
(205.67)

MRILG 0.5 −0.2 256 0.44
(0.12)

0.00
(0.00)

0.85
(0.00)

5696.28
(42.08)

MRILG 0.5 −0.2 1024 0.70
(0.02)

0.01
(0.00)

0.86
(0.00)

5571.15
(64.40)

Table 29: Test accuracy, with SD, of every ETL task trained, using the ImageNet dataset and over
10 seeds. We fix the noise during ETL’s train and test phase at 0.5. During the LG training (before
ETL), we fixed λ to 0.5 and ν to −0.2.

Game λ ν |C| ETL tasks

Discrimination Classification
LG (RL) - - 16 0.11

(0.01)
0.04
(0.00)

LG (RL) - - 64 0.22
(0.03)

0.06
(0.01)

LG (RL) - - 256 0.31
(0.02)

0.06
(0.00)

LG (RL) - - 1024 0.36
(0.02)

0.07
(0.00)

NLG 0.5 - 16 0.13
(0.02)

0.04
(0.00)

NLG 0.5 - 64 0.23
(0.02)

0.04
(0.00)

NLG 0.5 - 256 0.35
(0.02)

0.08
(0.00)

NLG 0.5 - 1024 0.41
(0.02)

0.08
(0.01)

MRILG 0.5 −0.2 16 0.11
(0.06)

0.03
(0.02)

MRILG 0.5 −0.2 64 0.21
(0.08)

0.05
(0.02)

MRILG 0.5 −0.2 256 0.35
(0.03)

0.07
(0.01)

MRILG 0.5 −0.2 1024 0.41
(0.01)

0.07
(0.01)
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Table 30: Test accuracy, with SD, of every ETL task trained, using the CelebA dataset and over 10
seeds. We fix the noise during ETL’s train and test phase at 0.5. During the LG training (before
ETL), we fixed λ to 0.5 and ν to −0.2.

Game λ ν |C| ETL tasks

Discrimination Classification Attribute Reconstruction
LG (RL) 0 - 16 0.06

(0.02)
0.00
(0.00)

0.85
(0.00)

6210
(53)

LG (RL) 0 - 64 0.13
(0.03)

0.00
(0.00)

0.85
(0.00)

6061
(140)

LG (RL) 0 - 256 0.19
(0.03)

0.00
(0.00)

0.85
(0.00)

5896
(117)

LG (RL) 0 - 1024 0.26
(0.03)

0.00
(0.00)

0.85
(0.00)

5871
(155)

NLG 0.5 - 16 0.06
(0.02)

0.00
(0.00)

0.85
(0.00)

6196
(73)

NLG 0.5 - 64 0.11
(0.04)

0.00
(0.00)

0.85
(0.00)

6096
(110)

NLG 0.5 - 256 0.20
(0.04)

0.00
(0.00)

0.85
(0.00)

5968
(160)

NLG 0.5 - 1024 0.31
(0.04)

0.00
(0.00)

0.85
(0.00)

5833
(103)

MRILG 0.5 −0.2 16 0.07
(0.03)

0.00
(0.00)

0.85
(0.00)

6203
(76)

MRILG 0.5 −0.2 64 0.12
(0.05)

0.00
(0.00)

0.85
(0.00)

6116
(234)

MRILG 0.5 −0.2 256 0.25
(0.04)

0.00
(0.00)

0.85
(0.00)

5844
(92)

MRILG 0.5 −0.2 1024 0.30
(0.06)

0.00
(0.00)

0.85
(0.00)

5820
(85)
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(a) Original CelebA images, randomly selected.

(b) LG (SS), train/test ETL Reconstruction task without noise.

(c) LG (SS), train/test ETL Reconstruction task with a noise level of 0.25.

(d) LG (SS), train/test ETL Reconstruction task with a noise level of 0.5.

(e) LG (SS), train/test ETL Reconstruction task with a noise level of 0.75.

(f) LG (RL), train/test ETL Reconstruction task without noise.

(g) LG (RL), train/test ETL Reconstruction task with a noise level of 0.25.

(h) LG (RL), train/test ETL Reconstruction task with a noise level of 0.5.

(i) LG (RL), train/test ETL Reconstruction task with a noise level of 0.75.

Figure 9: Random outputs of ETL’s Reconstruction task when using a Speaker trained in LG (SS)
and LG (RL) games. We report reconstructions when training and testing without (Figures 9b and 9f)
and with noise (Figures 9c to 9e and 9g to 9i), in the ETL task. The faces shown in each column are
a reconstruction of the original images available in the matching columns of Figure 9a.
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(a) Original CelebA images, randomly selected.

(b) NLG with λ = 0.25, train/test ETL Reconstruction task without noise.

(c) NLG with λ = 0.25, train/test ETL Reconstruction task with a noise level of 0.25.

(d) NLG with λ = 0.5, train/test ETL Reconstruction task without noise.

(e) NLG with λ = 0.5, train/test ETL Reconstruction task with a noise level of 0.75.

(f) NLG with λ = 0.75, train/test ETL Reconstruction task without noise.

(g) NLG with λ = 0.75, train/test ETL Reconstruction task with a noise level of 0.25.

Figure 10: Random outputs of ETL’s Reconstruction task when using a Speaker trained in the NLG.
We report reconstructions when training and testing without (Figures 10b, 10d and 10f) and with
noise (Figures 10c, 10e and 10g), in the ETL task. The faces shown in each column are a recon-
struction of the original images available in the matching column of Figure 10a.
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(a) Original CelebA images, randomly selected.

(b) MRILG with λ = 0.25 and ν = −0.5, train/test ETL Reconstruction task without noise.

(c) MRILG with λ = 0.25 and ν = −0.5, train/test ETL Reconstruction task with a noise level of 0.25.

(d) MRILG with λ = 0.25 and ν = −0.2, train/test ETL Reconstruction task without noise.

(e) MRILG with λ = 0.25 and ν = −0.2, train/test ETL Reconstruction task with a noise level of 0.25.

(f) MRILG with λ = 0.25 and ν = −0.05, train/test ETL Reconstruction task without noise.

(g) MRILG with λ = 0.25 and ν = −0.05, train/test ETL Reconstruction task with a noise level of 0.25.

Figure 11: Random outputs of ETL’s Reconstruction task when using a Speaker trained in the
MRILG, with noise λ = 0.25. We report reconstructions when training and testing without (Fig-
ures 11b, 11d and 11f) and with noise (Figures 11c, 11e and 11g), in the ETL task. The faces
shown in each column are a reconstruction of the original images available in the matching column
of Figure 11a.
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(a) Original CelebA images, randomly selected.

(b) MRILG with λ = 0.5 and ν = −0.5, train/test ETL Reconstruction task without noise.

(c) MRILG with λ = 0.5 and ν = −0.5, train/test ETL Reconstruction task with a noise level of 0.5.

(d) MRILG with λ = 0.5 and ν = −0.2, train/test ETL Reconstruction task without noise.

(e) MRILG with λ = 0.5 and ν = −0.2, train/test ETL Reconstruction task with a noise level of 0.5.

(f) MRILG with λ = 0.5 and ν = −0.05, train/test ETL Reconstruction task without noise.

(g) MRILG with λ = 0.5 and ν = −0.05, train/test ETL Reconstruction task with a noise level of 0.5.

Figure 12: Random outputs of ETL’s Reconstruction task when using a Speaker trained in the
MRILG, with noise λ = 0.25. We report reconstructions when training and testing without (Fig-
ures 12b, 12d and 12f) and with noise (Figures 12c, 12e and 12g), in the ETL task. The faces
shown in each column are a reconstruction of the original images available in the matching column
of Figure 12a.
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(a) Original CelebA images, randomly selected.

(b) MRILG with λ = 0.75 and ν = −0.5, train/test ETL Reconstruction task without noise.

(c) MRILG with λ = 0.75 and ν = −0.5, train/test ETL Reconstruction task with a noise level of 0.5.

(d) MRILG with λ = 0.75 and ν = −0.2, train/test ETL Reconstruction task without noise.

(e) MRILG with λ = 0.75 and ν = −0.2, train/test ETL Reconstruction task with a noise level of 0.75.

(f) MRILG with λ = 0.75 and ν = −0.05, train/test ETL Reconstruction task without noise.

(g) MRILG with λ = 0.75 and ν = −0.05, train/test ETL Reconstruction task with a noise level of 0.75.

Figure 13: Random outputs of ETL’s Reconstruction task when using a Speaker trained in the
MRILG, with noise λ = 0.25. We report reconstructions when training and testing without (Fig-
ures 13b, 13d and 13f) and with noise (Figures 13c, 13e and 13g), in the ETL task. The faces
shown in each column are a reconstruction of the original images available in the matching column
of Figure 13a.
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Table 31: Test accuracy, with SD, of every ETL task trained, using the ImageNet dataset and over
10 seeds. We do not apply noise during ETL’s train and test phase.

Game λ ν |C| Discrimination Classification

LG (SS) 0 0 16 0.23
(0.02)

0.08
(0.01)

LG (SS) 0 0 64 0.33
(0.06)

0.11
(0.01)

LG (SS) 0 0 256 0.44
(0.05)

0.13
(0.01)

LG (SS) 0 0 1024 0.58
(0.05)

0.14
(0.01)

LG (RL) 0 0 16 0.37
(0.06)

0.07
(0.01)

LG (RL) 0 0 64 0.64
(0.09)

0.11
(0.02)

LG (RL) 0 0 256 0.80
(0.04)

0.13
(0.01)

LG (RL) 0 0 1024 0.88
(0.01)

0.14
(0.01)

NLG 0.25 0 16 0.37
(0.08)

0.08
(0.02)

NLG 0.25 0 64 0.63
(0.03)

0.10
(0.00)

NLG 0.25 0 256 0.81
(0.03)

0.13
(0.01)

NLG 0.25 0 1024 0.86
(0.03)

0.14
(0.02)

NLG 0.5 0 16 0.30
(0.05)

0.07
(0.01)

NLG 0.5 0 64 0.54
(0.05)

0.10
(0.01)

NLG 0.5 0 256 0.77
(0.04)

0.13
(0.01)

NLG 0.5 0 1024 0.85
(0.03)

0.14
(0.02)

NLG 0.75 0 16 0.22
(0.04)

0.06
(0.01)

NLG 0.75 0 64 0.44
(0.04)

0.08
(0.01)

NLG 0.75 0 256 0.66
(0.05)

0.11
(0.01)

NLG 0.75 0 1024 0.80
(0.03)

0.14
(0.02)

MRILG 0.25 −0.5 16 0.32
(0.06)

0.06
(0.01)

MRILG 0.25 −0.5 64 0.64
(0.06)

0.11
(0.01)

MRILG 0.25 −0.5 256 0.78
(0.04)

0.12
(0.01)

MRILG 0.25 −0.5 1024 0.87
(0.04)

0.14
(0.02)

MRILG 0.25 −0.2 16 0.33
(0.12)

0.07
(0.02)

MRILG 0.25 −0.2 64 0.50
(0.27)

0.09
(0.05)

MRILG 0.25 −0.2 256 0.72
(0.25)

0.12
(0.04)
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Table 31: Continued from previous page.

MRILG 0.25 −0.2 1024 0.86
(0.03)

0.13
(0.01)

MRILG 0.25 −0.05 16 0.19
(0.15)

0.05
(0.03)

MRILG 0.25 −0.05 64 0.49
(0.21)

0.09
(0.04)

MRILG 0.25 −0.05 256 0.77
(0.05)

0.12
(0.01)

MRILG 0.25 −0.05 1024 0.83
(0.06)

0.12
(0.02)

MRILG 0.5 −0.5 16 0.32
(0.05)

0.07
(0.01)

MRILG 0.5 −0.5 64 0.61
(0.05)

0.11
(0.01)

MRILG 0.5 −0.5 256 0.79
(0.02)

0.13
(0.01)

MRILG 0.5 −0.5 1024 0.82
(0.03)

0.12
(0.02)

MRILG 0.5 −0.2 16 0.25
(0.14)

0.05
(0.03)

MRILG 0.5 −0.2 64 0.51
(0.19)

0.09
(0.03)

MRILG 0.5 −0.2 256 0.76
(0.05)

0.12
(0.02)

MRILG 0.5 −0.2 1024 0.86
(0.03)

0.13
(0.01)

MRILG 0.5 −0.05 16 0.17
(0.13)

0.04
(0.03)

MRILG 0.5 −0.05 64 0.42
(0.23)

0.07
(0.04)

MRILG 0.5 −0.05 256 0.60
(0.32)

0.10
(0.05)

MRILG 0.5 −0.05 1024 0.65
(0.34)

0.09
(0.05)

MRILG 0.75 −0.5 16 0.23
(0.04)

0.06
(0.01)

MRILG 0.75 −0.5 64 0.46
(0.05)

0.09
(0.01)

MRILG 0.75 −0.5 256 0.67
(0.04)

0.12
(0.02)

MRILG 0.75 −0.5 1024 0.76
(0.06)

0.13
(0.01)

MRILG 0.75 −0.2 16 0.24
(0.04)

0.06
(0.01)

MRILG 0.75 −0.2 64 0.41
(0.16)

0.08
(0.03)

MRILG 0.75 −0.2 256 0.54
(0.29)

0.09
(0.05)

MRILG 0.75 −0.2 1024 0.77
(0.05)

0.13
(0.02)

MRILG 0.75 −0.05 16 0.11
(0.12)

0.03
(0.03)

MRILG 0.75 −0.05 64 0.25
(0.22)

0.05
(0.04)

MRILG 0.75 −0.05 256 0.68
(0.04)

0.11
(0.01)

MRILG 0.75 −0.05 1024 0.47
(0.37)

0.08
(0.06)
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Table 32: Test accuracy, with SD, of every ETL task trained, using the CelebA dataset and over 10
seeds. We do not apply noise during ETL’s train and test phase.

Game λ ν |C| Discrimination Classification Attribute Reconstruction

LG (SS) 0 0 16 0.18
(0.04)

0.00
(0.00)

0.85
(0.00)

6094
(84)

LG (SS) 0 0 64 0.31
(0.02)

0.00
(0.00)

0.86
(0.00)

5971
(78)

LG (SS) 0 0 256 0.39
(0.06)

0.01
(0.00)

0.86
(0.00)

5852
(122)

LG (SS) 0 0 1024 0.44
(0.05)

0.01
(0.00)

0.86
(0.00)

5814
(74)

LG (RL) 0 0 16 0.15
(0.06)

0.00
(0.00)

0.85
(0.00)

6110
(79)

LG (RL) 0 0 64 0.33
(0.08)

0.00
(0.00)

0.85
(0.00)

5930
(178)

LG (RL) 0 0 256 0.47
(0.11)

0.00
(0.00)

0.86
(0.00)

5710
(167)

LG (RL) 0 0 1024 0.62
(0.08)

0.01
(0.00)

0.85
(0.00)

5671
(192)

NLG 0.25 0 16 0.15
(0.07)

0.00
(0.00)

0.85
(0.00)

6123
(99)

NLG 0.25 0 64 0.27
(0.08)

0.00
(0.00)

0.85
(0.00)

5995
(148)

NLG 0.25 0 256 0.47
(0.10)

0.00
(0.00)

0.85
(0.00)

5754
(154)

NLG 0.25 0 1024 0.61
(0.09)

0.01
(0.00)

0.85
(0.00)

5689
(87)

NLG 0.5 0 16 0.13
(0.04)

0.00
(0.00)

0.85
(0.00)

6142
(91)

NLG 0.5 0 64 0.22
(0.08)

0.00
(0.00)

0.85
(0.00)

6011
(135)

NLG 0.5 0 256 0.38
(0.10)

0.00
(0.00)

0.85
(0.00)

5859
(181)

NLG 0.5 0 1024 0.60
(0.10)

0.00
(0.00)

0.85
(0.00)

5659
(129)

NLG 0.75 0 16 0.11
(0.06)

0.00
(0.00)

0.85
(0.00)

6164
(104)

NLG 0.75 0 64 0.24
(0.06)

0.00
(0.00)

0.85
(0.00)

5957
(101)

NLG 0.75 0 256 0.37
(0.09)

0.00
(0.00)

0.85
(0.00)

5816
(141)

NLG 0.75 0 1024 0.59
(0.08)

0.00
(0.00)

0.85
(0.00)

5679
(78)

MRILG 0.25 −0.5 16 0.14
(0.05)

0.00
(0.00)

0.85
(0.00)

6113
(126)

MRILG 0.25 −0.5 64 0.29
(0.05)

0.00
(0.00)

0.85
(0.00)

5949
(102)

MRILG 0.25 −0.5 256 0.46
(0.11)

0.00
(0.00)

0.85
(0.00)

5736
(105)

MRILG 0.25 −0.5 1024 0.65
(0.10)

0.01
(0.00)

0.85
(0.00)

5621
(109)

MRILG 0.25 −0.2 16 0.14
(0.06)

0.00
(0.00)

0.85
(0.00)

6144
(69)

MRILG 0.25 −0.2 64 0.25
(0.14)

0.00
(0.00)

0.85
(0.01)

5992
(283)

MRILG 0.25 −0.2 256 0.41
(0.18)

0.00
(0.00)

0.85
(0.02)

5871
(328)
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Table 32: Continued from previous page.

MRILG 0.25 −0.2 1024 0.60
(0.08)

0.01
(0.00)

0.85
(0.00)

5610
(138)

MRILG 0.25 −0.05 16 0.13
(0.08)

0.00
(0.00)

0.85
(0.01)

6161
(210)

MRILG 0.25 −0.05 64 0.25
(0.13)

0.00
(0.00)

0.85
(0.02)

6057
(256)

MRILG 0.25 −0.05 256 0.41
(0.12)

0.00
(0.00)

0.85
(0.00)

5781
(153)

MRILG 0.25 −0.05 1024 0.60
(0.13)

0.00
(0.00)

0.85
(0.00)

5644
(115)

MRILG 0.5 −0.5 16 0.14
(0.05)

0.00
(0.00)

0.85
(0.00)

6146
(75)

MRILG 0.5 −0.5 64 0.29
(0.08)

0.00
(0.00)

0.85
(0.00)

5909
(125)

MRILG 0.5 −0.5 256 0.43
(0.11)

0.00
(0.00)

0.85
(0.00)

5765
(142)

MRILG 0.5 −0.5 1024 0.59
(0.09)

0.00
(0.00)

0.85
(0.00)

5686
(121)

MRILG 0.5 −0.2 16 0.13
(0.07)

0.00
(0.00)

0.85
(0.00)

6134
(97)

MRILG 0.5 −0.2 64 0.23
(0.11)

0.00
(0.00)

0.85
(0.02)

6037
(272)

MRILG 0.5 −0.2 256 0.49
(0.09)

0.00
(0.00)

0.85
(0.00)

5691
(100)

MRILG 0.5 −0.2 1024 0.58
(0.12)

0.00
(0.00)

0.85
(0.00)

5644
(121)

MRILG 0.5 −0.05 16 0.10
(0.08)

0.00
(0.00)

0.84
(0.02)

6253
(247)

MRILG 0.5 −0.05 64 0.21
(0.11)

0.00
(0.00)

0.85
(0.01)

6059
(261)

MRILG 0.5 −0.05 256 0.35
(0.17)

0.00
(0.00)

0.85
(0.02)

5924
(297)

MRILG 0.5 −0.05 1024 0.28
(0.32)

0.00
(0.00)

0.83
(0.02)

6182
(466)

MRILG 0.75 −0.5 16 0.09
(0.01)

0.00
(0.00)

0.85
(0.00)

6241
(42)

MRILG 0.75 −0.5 64 0.24
(0.07)

0.00
(0.00)

0.85
(0.00)

6002
(117)

MRILG 0.75 −0.5 256 0.36
(0.10)

0.00
(0.00)

0.85
(0.00)

5746
(146)

MRILG 0.75 −0.5 1024 0.57
(0.09)

0.00
(0.00)

0.85
(0.00)

5652
(89)

MRILG 0.75 −0.2 16 0.07
(0.07)

0.00
(0.00)

0.84
(0.02)

6288
(221)

MRILG 0.75 −0.2 64 0.20
(0.07)

0.00
(0.00)

0.85
(0.00)

5943
(175)

MRILG 0.75 −0.2 256 0.37
(0.09)

0.00
(0.00)

0.85
(0.00)

5784
(148)

MRILG 0.75 −0.2 1024 0.51
(0.20)

0.00
(0.00)

0.85
(0.02)

5824
(334)

MRILG 0.75 −0.05 16 0.06
(0.07)

0.00
(0.00)

0.83
(0.02)

6366
(320)

MRILG 0.75 −0.05 64 0.22
(0.12)

0.00
(0.00)

0.84
(0.02)

6072
(328)

MRILG 0.75 −0.05 256 0.31
(0.19)

0.00
(0.00)

0.84
(0.02)

6003
(374)

MRILG 0.75 −0.05 1024 0.30
(0.29)

0.00
(0.00)

0.83
(0.02)

6083
(474)
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Table 33: Test accuracy, with SD, of every ETL task trained, using the ImageNet dataset and over
10 seeds. We fix the noise during ETL’s train and test phase at 0.25.

Game λ ν |C| Discrimination Classification

LG (SS) 0 0 16 0.13
(0.02)

0.06
(0.01)

LG (SS) 0 0 64 0.19
(0.04)

0.08
(0.01)

LG (SS) 0 0 256 0.24
(0.04)

0.09
(0.01)

LG (SS) 0 0 1024 0.36
(0.05)

0.10
(0.01)

LG (RL) 0 0 16 0.23
(0.03)

0.06
(0.01)

LG (RL) 0 0 64 0.43
(0.05)

0.08
(0.01)

LG (RL) 0 0 256 0.59
(0.03)

0.10
(0.01)

LG (RL) 0 0 1024 0.67
(0.02)

0.11
(0.01)

NLG 0.25 0 16 0.26
(0.05)

0.06
(0.01)

NLG 0.25 0 64 0.47
(0.03)

0.09
(0.00)

NLG 0.25 0 256 0.64
(0.03)

0.11
(0.01)

NLG 0.25 0 1024 0.69
(0.03)

0.11
(0.01)

MRILG 0.25 −0.5 16 0.23
(0.04)

0.05
(0.01)

MRILG 0.25 −0.5 64 0.47
(0.04)

0.09
(0.01)

MRILG 0.25 −0.5 256 0.61
(0.04)

0.10
(0.01)

MRILG 0.25 −0.5 1024 0.70
(0.04)

0.11
(0.01)

MRILG 0.25 −0.2 16 0.23
(0.08)

0.06
(0.02)

MRILG 0.25 −0.2 64 0.37
(0.20)

0.07
(0.04)

MRILG 0.25 −0.2 256 0.56
(0.20)

0.09
(0.03)

MRILG 0.25 −0.2 1024 0.69
(0.03)

0.11
(0.01)

MRILG 0.25 −0.05 16 0.13
(0.11)

0.04
(0.02)

MRILG 0.25 −0.05 64 0.36
(0.16)

0.07
(0.03)

MRILG 0.25 −0.05 256 0.60
(0.05)

0.10
(0.01)

MRILG 0.25 −0.05 1024 0.67
(0.05)

0.10
(0.01)
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Table 34: Test accuracy, with SD, of every ETL task trained, using the CelebA dataset and over 10
seeds. We fix the noise during ETL’s train and test phase at 0.25.

Game λ ν |C| Discrimination Classification Attribute Reconstruction

LG (SS) 0 0 16 0.11
(0.02)

0.00
(0.00)

0.85
(0.00)

6177
(67)

LG (SS) 0 0 64 0.19
(0.02)

0.00
(0.00)

0.85
(0.00)

6055
(60)

LG (SS) 0 0 256 0.25
(0.05)

0.00
(0.00)

0.85
(0.00)

5955
(116)

LG (SS) 0 0 1024 0.28
(0.05)

0.00
(0.00)

0.85
(0.00)

5932
(67)

LG (RL) 0 0 16 0.11
(0.04)

0.00
(0.00)

0.85
(0.00)

6145
(65)

LG (RL) 0 0 64 0.24
(0.05)

0.00
(0.00)

0.85
(0.00)

5973
(162)

LG (RL) 0 0 256 0.34
(0.07)

0.00
(0.00)

0.85
(0.00)

5769
(144)

LG (RL) 0 0 1024 0.47
(0.06)

0.00
(0.00)

0.85
(0.00)

5734
(178)

NLG 0.25 0 16 0.12
(0.05)

0.00
(0.00)

0.85
(0.00)

6146
(89)

NLG 0.25 0 64 0.21
(0.06)

0.00
(0.00)

0.85
(0.00)

6026
(142)

NLG 0.25 0 256 0.37
(0.08)

0.00
(0.00)

0.85
(0.00)

5793
(141)

NLG 0.25 0 1024 0.49
(0.08)

0.00
(0.00)

0.85
(0.00)

5738
(76)

MRILG 0.25 −0.5 16 0.11
(0.03)

0.00
(0.00)

0.85
(0.00)

6137
(118)

MRILG 0.25 −0.5 64 0.23
(0.04)

0.00
(0.00)

0.85
(0.00)

5974
(98)

MRILG 0.25 −0.5 256 0.36
(0.09)

0.00
(0.00)

0.85
(0.00)

5774
(97)

MRILG 0.25 −0.5 1024 0.51
(0.08)

0.01
(0.00)

0.85
(0.00)

5675
(100)

MRILG 0.25 −0.2 16 0.11
(0.04)

0.00
(0.00)

0.85
(0.00)

6164
(60)

MRILG 0.25 −0.2 64 0.20
(0.10)

0.00
(0.00)

0.85
(0.01)

6023
(277)

MRILG 0.25 −0.2 256 0.32
(0.14)

0.00
(0.00)

0.85
(0.02)

5910
(314)

MRILG 0.25 −0.2 1024 0.48
(0.07)

0.00
(0.00)

0.85
(0.00)

5663
(123)

MRILG 0.25 −0.05 16 0.10
(0.06)

0.00
(0.00)

0.85
(0.01)

6177
(203)

MRILG 0.25 −0.05 64 0.20
(0.10)

0.00
(0.00)

0.85
(0.02)

6085
(245)

MRILG 0.25 −0.05 256 0.33
(0.08)

0.00
(0.00)

0.85
(0.00)

5818
(138)

MRILG 0.25 −0.05 1024 0.49
(0.10)

0.00
(0.00)

0.85
(0.00)

5695
(102)
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Table 35: Test accuracy, with SD, of every ETL task trained, using the ImageNet dataset and over
10 seeds. We fix the noise during ETL’s train and test phase at 0.5.

Game λ ν |C| Discrimination Classification

LG (SS) 0 0 16 0.06
(0.01)

0.04
(0.00)

LG (SS) 0 0 64 0.09
(0.02)

0.05
(0.01)

LG (SS) 0 0 256 0.10
(0.03)

0.05
(0.01)

LG (SS) 0 0 1024 0.16
(0.03)

0.06
(0.01)

LG (RL) 0 0 16 0.11
(0.01)

0.04
(0.00)

LG (RL) 0 0 64 0.22
(0.03)

0.06
(0.01)

LG (RL) 0 0 256 0.31
(0.02)

0.06
(0.00)

LG (RL) 0 0 1024 0.36
(0.02)

0.07
(0.00)

NLG 0.5 0 16 0.13
(0.02)

0.04
(0.00)

NLG 0.5 0 64 0.23
(0.02)

0.06
(0.01)

NLG 0.5 0 256 0.35
(0.02)

0.08
(0.00)

NLG 0.5 0 1024 0.41
(0.02)

0.08
(0.01)

MRILG 0.5 −0.5 16 0.13
(0.02)

0.04
(0.01)

MRILG 0.5 −0.5 64 0.26
(0.02)

0.06
(0.01)

MRILG 0.5 −0.5 256 0.37
(0.02)

0.08
(0.00)

MRILG 0.5 −0.5 1024 0.40
(0.02)

0.07
(0.01)

MRILG 0.5 −0.2 16 0.11
(0.06)

0.03
(0.02)

MRILG 0.5 −0.2 64 0.21
(0.08)

0.05
(0.02)

MRILG 0.5 −0.2 256 0.35
(0.03)

0.07
(0.01)

MRILG 0.5 −0.2 1024 0.41
(0.01)

0.07
(0.01)

MRILG 0.5 −0.05 16 0.07
(0.05)

0.03
(0.02)

MRILG 0.5 −0.05 64 0.17
(0.09)

0.04
(0.02)

MRILG 0.5 −0.05 256 0.28
(0.15)

0.06
(0.03)

MRILG 0.5 −0.05 1024 0.31
(0.16)

0.05
(0.03)
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Table 36: Test accuracy, with SD, of every ETL task trained, using the CelebA dataset and over 10
seeds. We fix the noise during ETL’s train and test phase at 0.5.

Game λ ν |C| Discrimination Classification Attribute Reconstruction

LG (SS) 0 0 16 0.05
(0.01)

0.00
(0.00)

0.84
(0.00)

6291
(53)

LG (SS) 0 0 64 0.09
(0.01)

0.00
(0.00)

0.85
(0.00)

6184
(48)

LG (SS) 0 0 256 0.12
(0.03)

0.00
(0.00)

0.85
(0.00)

6107
(104)

LG (SS) 0 0 1024 0.13
(0.03)

0.00
(0.00)

0.84
(0.00)

6102
(73)

LG (RL) 0 0 16 0.06
(0.02)

0.00
(0.00)

0.85
(0.00)

6210
(53)

LG (RL) 0 0 64 0.13
(0.03)

0.00
(0.00)

0.85
(0.00)

6061
(140)

LG (RL) 0 0 256 0.19
(0.03)

0.00
(0.00)

0.85
(0.00)

5896
(117)

LG (RL) 0 0 1024 0.26
(0.03)

0.00
(0.00)

0.85
(0.00)

5871
(155)

NLG 0.5 0 16 0.06
(0.02)

0.00
(0.00)

0.85
(0.00)

6196
(73)

NLG 0.5 0 64 0.11
(0.04)

0.00
(0.00)

0.85
(0.00)

6096
(110)

NLG 0.5 0 256 0.20
(0.04)

0.00
(0.00)

0.85
(0.00)

5968
(160)

NLG 0.5 0 1024 0.31
(0.04)

0.00
(0.00)

0.85
(0.00)

5833
(103)

MRILG 0.5 −0.5 16 0.07
(0.02)

0.00
(0.00)

0.85
(0.00)

6203
(58)

MRILG 0.5 −0.5 64 0.14
(0.03)

0.00
(0.00)

0.85
(0.00)

6009
(109)

MRILG 0.5 −0.5 256 0.22
(0.04)

0.00
(0.00)

0.85
(0.00)

5899
(120)

MRILG 0.5 −0.5 1024 0.30
(0.04)

0.00
(0.00)

0.85
(0.00)

5860
(95)

MRILG 0.5 −0.2 16 0.07
(0.03)

0.00
(0.00)

0.85
(0.00)

6203
(76)

MRILG 0.5 −0.2 64 0.12
(0.05)

0.00
(0.00)

0.85
(0.01)

6116
(234)

MRILG 0.5 −0.2 256 0.25
(0.04)

0.00
(0.00)

0.85
(0.00)

5844
(85)

MRILG 0.5 −0.2 1024 0.30
(0.06)

0.00
(0.00)

0.85
(0.00)

5820
(92)

MRILG 0.5 −0.05 16 0.05
(0.03)

0.00
(0.00)

0.84
(0.02)

6307
(212)

MRILG 0.5 −0.05 64 0.10
(0.05)

0.00
(0.00)

0.84
(0.01)

6140
(221)

MRILG 0.5 −0.05 256 0.18
(0.08)

0.00
(0.00)

0.84
(0.01)

6033
(257)

MRILG 0.5 −0.05 1024 0.14
(0.15)

0.00
(0.00)

0.83
(0.02)

6275
(374)
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Table 37: Test accuracy, with SD, of every ETL task trained, using the ImageNet dataset and over
10 seeds. We fix the noise during ETL’s train and test phase at 0.75.

Game λ ν |C| Discrimination Classification

LG (SS) 0 0 16 0.02
(0.00)

0.02
(0.00)

LG (SS) 0 0 64 0.02
(0.01)

0.02
(0.00)

LG (SS) 0 0 256 0.02
(0.01)

0.02
(0.00)

LG (SS) 0 0 1024 0.04
(0.01)

0.03
(0.00)

LG (RL) 0 0 16 0.03
(0.00)

0.02
(0.00)

LG (RL) 0 0 64 0.06
(0.01)

0.03
(0.00)

LG (RL) 0 0 256 0.08
(0.01)

0.03
(0.00)

LG (RL) 0 0 1024 0.09
(0.01)

0.03
(0.00)

NLG 0.75 0 16 0.04
(0.00)

0.02
(0.00)

NLG 0.75 0 64 0.06
(0.00)

0.03
(0.00)

NLG 0.75 0 256 0.09
(0.01)

0.04
(0.00)

NLG 0.75 0 1024 0.11
(0.00)

0.04
(0.00)

MRILG 0.75 −0.5 16 0.04
(0.00)

0.02
(0.00)

MRILG 0.75 −0.5 64 0.07
(0.01)

0.03
(0.00)

MRILG 0.75 −0.5 256 0.10
(0.00)

0.04
(0.00)

MRILG 0.75 −0.5 1024 0.11
(0.01)

0.04
(0.00)

MRILG 0.75 −0.2 16 0.04
(0.00)

0.02
(0.00)

MRILG 0.75 −0.2 64 0.06
(0.02)

0.03
(0.01)

MRILG 0.75 −0.2 256 0.08
(0.04)

0.03
(0.01)

MRILG 0.75 −0.2 1024 0.11
(0.01)

0.04
(0.00)

MRILG 0.75 −0.05 16 0.02
(0.02)

0.01
(0.01)

MRILG 0.75 −0.05 64 0.04
(0.03)

0.02
(0.01)

MRILG 0.75 −0.05 256 0.10
(0.01)

0.04
(0.00)

MRILG 0.75 −0.05 1024 0.07
(0.05)

0.02
(0.02)
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Table 38: Test accuracy, with SD, of every ETL task trained, using the CelebA dataset and over 10
seeds. We fix the noise during ETL’s train and test phase at 0.75.

Game λ ν |C| Discrimination Classification Attribute Reconstruction

LG (SS) 0 0 16 0.01
(0.00)

0.00
(0.00)

0.83
(0.00)

6438
(31)

LG (SS) 0 0 64 0.02
(0.00)

0.00
(0.00)

0.83
(0.00)

6357
(33)

LG (SS) 0 0 256 0.03
(0.01)

0.00
(0.00)

0.83
(0.00)

6311
(68)

LG (SS) 0 0 1024 0.03
(0.01)

0.00
(0.00)

0.83
(0.00)

6316
(59)

LG (RL) 0 0 16 0.02
(0.00)

0.00
(0.00)

0.84
(0.00)

6331
(31)

LG (RL) 0 0 64 0.04
(0.01)

0.00
(0.00)

0.84
(0.00)

6232
(104)

LG (RL) 0 0 256 0.05
(0.01)

0.00
(0.00)

0.84
(0.00)

6122
(75)

LG (RL) 0 0 1024 0.07
(0.01)

0.00
(0.00)

0.84
(0.00)

6108
(110)

NLG 0.75 0 16 0.02
(0.01)

0.00
(0.00)

0.84
(0.00)

6291
(59)

NLG 0.75 0 64 0.04
(0.01)

0.00
(0.00)

0.84
(0.00)

6183
(64)

NLG 0.75 0 256 0.07
(0.01)

0.00
(0.00)

0.84
(0.00)

6128
(88)

NLG 0.75 0 1024 0.10
(0.01)

0.00
(0.00)

0.84
(0.00)

6101
(65)

MRILG 0.75 −0.5 16 0.02
(0.00)

0.00
(0.00)

0.84
(0.00)

6345
(33)

MRILG 0.75 −0.5 64 0.05
(0.01)

0.00
(0.00)

0.84
(0.00)

6210
(75)

MRILG 0.75 −0.5 256 0.07
(0.01)

0.00
(0.00)

0.84
(0.00)

6078
(103)

MRILG 0.75 −0.5 1024 0.09
(0.01)

0.00
(0.00)

0.84
(0.00)

6069
(53)

MRILG 0.75 −0.2 16 0.02
(0.01)

0.00
(0.00)

0.83
(0.02)

6391
(157)

MRILG 0.75 −0.2 64 0.04
(0.01)

0.00
(0.00)

0.84
(0.00)

6158
(122)

MRILG 0.75 −0.2 256 0.07
(0.01)

0.00
(0.00)

0.84
(0.00)

6103
(94)

MRILG 0.75 −0.2 1024 0.08
(0.03)

0.00
(0.00)

0.83
(0.01)

6184
(189)

MRILG 0.75 −0.05 16 0.01
(0.01)

0.00
(0.00)

0.82
(0.02)

6458
(223)

MRILG 0.75 −0.05 64 0.04
(0.02)

0.00
(0.00)

0.83
(0.02)

6291
(212)

MRILG 0.75 −0.05 256 0.06
(0.03)

0.00
(0.00)

0.83
(0.01)

6252
(233)

MRILG 0.75 −0.05 1024 0.05
(0.04)

0.00
(0.00)

0.82
(0.01)

6311
(284)
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Table 39: Test accuracy with SD for different game variants, using ImageNet dataset and over 10
seeds. During test λtest is set to 0.

Game λ ν |C| |C| (test)

1024 4096

LG (SS) 0 0 16 0.61
(0.04)

0.35
(0.04)

LG (SS) 0 0 64 0.76
(0.06)

0.52
(0.08)

LG (SS) 0 0 256 0.88
(0.03)

0.71
(0.06)

LG (SS) 0 0 1024 0.96
(0.02)

0.88
(0.04)

LG (RL) 0 0 16 0.67
(0.04)

0.39
(0.04)

LG (RL) 0 0 64 0.93
(0.01)

0.79
(0.03)

LG (RL) 0 0 256 0.98
(0.00)

0.94
(0.01)

LG (RL) 0 0 1024 0.99
(0.00)

0.97
(0.00)

NLG 0.25 0 16 0.64
(0.05)

0.36
(0.06)

NLG 0.25 0 64 0.92
(0.01)

0.77
(0.01)

NLG 0.25 0 256 0.98
(0.00)

0.94
(0.01)

NLG 0.25 0 1024 0.99
(0.00)

0.97
(0.00)

NLG 0.5 0 16 0.55
(0.03)

0.27
(0.02)

NLG 0.5 0 64 0.87
(0.01)

0.67
(0.03)

NLG 0.5 0 256 0.98
(0.00)

0.91
(0.01)

NLG 0.5 0 1024 0.99
(0.00)

0.97
(0.00)

NLG 0.75 0 16 0.34
(0.04)

0.14
(0.02)

NLG 0.75 0 64 0.75
(0.02)

0.48
(0.03)

NLG 0.75 0 256 0.94
(0.01)

0.81
(0.02)

NLG 0.75 0 1024 0.98
(0.00)

0.94
(0.01)

MRILG 0.25 −0.5 16 0.62
(0.05)

0.34
(0.05)

MRILG 0.25 −0.5 64 0.92
(0.01)

0.77
(0.03)

MRILG 0.25 −0.5 256 0.98
(0.00)

0.94
(0.01)

MRILG 0.25 −0.5 1024 0.99
(0.00)

0.97
(0.00)

MRILG 0.25 −0.2 16 0.58
(0.20)

0.33
(0.12)

MRILG 0.25 −0.2 64 0.74
(0.39)

0.62
(0.33)

MRILG 0.25 −0.2 256 0.88
(0.31)

0.84
(0.30)
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Table 39: Continued from previous page.

MRILG 0.25 −0.2 1024 0.99
(0.00)

0.97
(0.00)

MRILG 0.25 −0.05 16 0.38
(0.25)

0.18
(0.14)

MRILG 0.25 −0.05 64 0.81
(0.29)

0.66
(0.24)

MRILG 0.25 −0.05 256 0.98
(0.00)

0.93
(0.01)

MRILG 0.25 −0.05 1024 0.99
(0.00)

0.96
(0.01)

MRILG 0.5 −0.5 16 0.56
(0.04)

0.29
(0.04)

MRILG 0.5 −0.5 64 0.90
(0.01)

0.72
(0.03)

MRILG 0.5 −0.5 256 0.98
(0.00)

0.92
(0.01)

MRILG 0.5 −0.5 1024 0.99
(0.00)

0.96
(0.00)

MRILG 0.5 −0.2 16 0.44
(0.23)

0.22
(0.12)

MRILG 0.5 −0.2 64 0.79
(0.28)

0.61
(0.22)

MRILG 0.5 −0.2 256 0.97
(0.01)

0.90
(0.02)

MRILG 0.5 −0.2 1024 0.99
(0.00)

0.97
(0.00)

MRILG 0.5 −0.05 16 0.31
(0.22)

0.14
(0.10)

MRILG 0.5 −0.05 64 0.69
(0.36)

0.51
(0.27)

MRILG 0.5 −0.05 256 0.78
(0.41)

0.72
(0.38)

MRILG 0.5 −0.05 1024 0.79
(0.42)

0.77
(0.41)

MRILG 0.75 −0.5 16 0.38
(0.05)

0.16
(0.03)

MRILG 0.75 −0.5 64 0.78
(0.02)

0.52
(0.04)

MRILG 0.75 −0.5 256 0.94
(0.01)

0.82
(0.02)

MRILG 0.75 −0.5 1024 0.98
(0.01)

0.93
(0.02)

MRILG 0.75 −0.2 16 0.39
(0.03)

0.16
(0.02)

MRILG 0.75 −0.2 64 0.70
(0.25)

0.47
(0.17)

MRILG 0.75 −0.2 256 0.76
(0.40)

0.67
(0.35)

MRILG 0.75 −0.2 1024 0.98
(0.00)

0.94
(0.01)

MRILG 0.75 −0.05 16 0.19
(0.18)

0.08
(0.08)

MRILG 0.75 −0.05 64 0.46
(0.39)

0.30
(0.26)

MRILG 0.75 −0.05 256 0.95
(0.01)

0.84
(0.02)

MRILG 0.75 −0.05 1024 0.62
(0.46)

0.59
(0.44)
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Table 40: Test accuracy with SD for different game variants, using CelebA dataset and over 10
seeds. During test λtest is set to 0.

Game λ ν |C| |C| (test)

1024 4096

LG (SS) 0 0 16 0.56
(0.07)

0.29
(0.06)

LG (SS) 0 0 64 0.76
(0.03)

0.51
(0.03)

LG (SS) 0 0 256 0.81
(0.03)

0.59
(0.05)

LG (SS) 0 0 1024 0.75
(0.01)

0.53
(0.02)

LG (RL) 0 0 16 0.58
(0.07)

0.28
(0.07)

LG (RL) 0 0 64 0.88
(0.02)

0.65
(0.04)

LG (RL) 0 0 256 0.95
(0.01)

0.82
(0.03)

LG (RL) 0 0 1024 0.97
(0.00)

0.87
(0.01)

NLG 0.25 0 16 0.55
(0.07)

0.26
(0.06)

NLG 0.25 0 64 0.84
(0.04)

0.60
(0.07)

NLG 0.25 0 256 0.95
(0.01)

0.82
(0.03)

NLG 0.25 0 1024 0.97
(0.00)

0.88
(0.01)

NLG 0.5 0 16 0.47
(0.04)

0.20
(0.04)

NLG 0.5 0 64 0.78
(0.05)

0.49
(0.08)

NLG 0.5 0 256 0.93
(0.01)

0.77
(0.03)

NLG 0.5 0 1024 0.96
(0.00)

0.87
(0.01)

NLG 0.75 0 16 0.30
(0.07)

0.11
(0.04)

NLG 0.75 0 64 0.67
(0.06)

0.37
(0.06)

NLG 0.75 0 256 0.87
(0.03)

0.65
(0.05)

NLG 0.75 0 1024 0.95
(0.01)

0.83
(0.02)

MRILG 0.25 −0.5 16 0.55
(0.05)

0.25
(0.05)

MRILG 0.25 −0.5 64 0.86
(0.03)

0.62
(0.06)

MRILG 0.25 −0.5 256 0.94
(0.01)

0.81
(0.03)

MRILG 0.25 −0.5 1024 0.97
(0.00)

0.88
(0.01)

MRILG 0.25 −0.2 16 0.54
(0.05)

0.24
(0.05)

MRILG 0.25 −0.2 64 0.76
(0.27)

0.54
(0.21)

MRILG 0.25 −0.2 256 0.85
(0.30)

0.73
(0.26)
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Table 40: Continued from previous page.

MRILG 0.25 −0.2 1024 0.97
(0.00)

0.87
(0.01)

MRILG 0.25 −0.05 16 0.47
(0.19)

0.21
(0.10)

MRILG 0.25 −0.05 64 0.76
(0.27)

0.53
(0.20)

MRILG 0.25 −0.05 256 0.94
(0.01)

0.80
(0.03)

MRILG 0.25 −0.05 1024 0.96
(0.01)

0.87
(0.02)

MRILG 0.5 −0.5 16 0.49
(0.05)

0.21
(0.04)

MRILG 0.5 −0.5 64 0.82
(0.04)

0.56
(0.06)

MRILG 0.5 −0.5 256 0.93
(0.01)

0.78
(0.03)

MRILG 0.5 −0.5 1024 0.96
(0.00)

0.87
(0.01)

MRILG 0.5 −0.2 16 0.46
(0.10)

0.20
(0.07)

MRILG 0.5 −0.2 64 0.72
(0.26)

0.48
(0.18)

MRILG 0.5 −0.2 256 0.94
(0.01)

0.79
(0.03)

MRILG 0.5 −0.2 1024 0.96
(0.01)

0.86
(0.02)

MRILG 0.5 −0.05 16 0.34
(0.22)

0.15
(0.10)

MRILG 0.5 −0.05 64 0.68
(0.24)

0.42
(0.16)

MRILG 0.5 −0.05 256 0.80
(0.30)

0.64
(0.27)

MRILG 0.5 −0.05 1024 0.46
(0.44)

0.40
(0.40)

MRILG 0.75 −0.5 16 0.32
(0.02)

0.11
(0.01)

MRILG 0.75 −0.5 64 0.71
(0.06)

0.41
(0.07)

MRILG 0.75 −0.5 256 0.88
(0.02)

0.66
(0.05)

MRILG 0.75 −0.5 1024 0.94
(0.01)

0.81
(0.03)

MRILG 0.75 −0.2 16 0.23
(0.15)

0.08
(0.06)

MRILG 0.75 −0.2 64 0.65
(0.07)

0.35
(0.07)

MRILG 0.75 −0.2 256 0.88
(0.03)

0.67
(0.05)

MRILG 0.75 −0.2 1024 0.85
(0.30)

0.74
(0.26)

MRILG 0.75 −0.05 16 0.17
(0.19)

0.06
(0.07)

MRILG 0.75 −0.05 64 0.57
(0.30)

0.34
(0.18)

MRILG 0.75 −0.05 256 0.71
(0.38)

0.55
(0.30)

MRILG 0.75 −0.05 1024 0.53
(0.46)

0.45
(0.40)
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Table 41: Test accuracy with SD for different game variants, using ImageNet dataset and over 10
seeds. During test λtest is set to 0.25.

Game λ ν |C| |C| (test)

1024 4096

LG (SS) 0 0 16 0.17
(0.03)

0.08
(0.02)

LG (SS) 0 0 64 0.21
(0.03)

0.11
(0.02)

LG (SS) 0 0 256 0.27
(0.05)

0.17
(0.03)

LG (SS) 0 0 1024 0.30
(0.05)

0.20
(0.04)

LG (RL) 0 0 16 0.20
(0.04)

0.10
(0.02)

LG (RL) 0 0 64 0.38
(0.10)

0.24
(0.06)

LG (RL) 0 0 256 0.46
(0.10)

0.33
(0.09)

LG (RL) 0 0 1024 0.48
(0.06)

0.36
(0.05)

NLG 0.25 0 16 0.52
(0.04)

0.26
(0.04)

NLG 0.25 0 64 0.82
(0.01)

0.60
(0.02)

NLG 0.25 0 256 0.93
(0.01)

0.82
(0.02)

NLG 0.25 0 1024 0.97
(0.00)

0.90
(0.01)

MRILG 0.25 −0.5 16 0.50
(0.04)

0.24
(0.03)

MRILG 0.25 −0.5 64 0.81
(0.02)

0.60
(0.03)

MRILG 0.25 −0.5 256 0.93
(0.01)

0.81
(0.02)

MRILG 0.25 −0.5 1024 0.97
(0.01)

0.90
(0.02)

MRILG 0.25 −0.2 16 0.47
(0.16)

0.24
(0.08)

MRILG 0.25 −0.2 64 0.65
(0.34)

0.48
(0.26)

MRILG 0.25 −0.2 256 0.84
(0.29)

0.73
(0.26)

MRILG 0.25 −0.2 1024 0.96
(0.01)

0.89
(0.02)

MRILG 0.25 −0.05 16 0.30
(0.20)

0.13
(0.10)

MRILG 0.25 −0.05 64 0.71
(0.25)

0.51
(0.19)

MRILG 0.25 −0.05 256 0.92
(0.02)

0.79
(0.03)

MRILG 0.25 −0.05 1024 0.93
(0.02)

0.85
(0.04)
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Table 42: Test accuracy with SD for different game variants, using CelebA dataset and over 10
seeds. During test λtest is set to 0.25.

Game λ ν |C| |C| (test)

1024 4096

LG (SS) 0 0 16 0.14
(0.02)

0.06
(0.01)

LG (SS) 0 0 64 0.21
(0.03)

0.11
(0.01)

LG (SS) 0 0 256 0.21
(0.04)

0.12
(0.02)

LG (SS) 0 0 1024 0.19
(0.03)

0.10
(0.02)

LG (RL) 0 0 16 0.18
(0.06)

0.07
(0.03)

LG (RL) 0 0 64 0.29
(0.05)

0.16
(0.03)

LG (RL) 0 0 256 0.36
(0.06)

0.22
(0.04)

LG (RL) 0 0 1024 0.41
(0.05)

0.27
(0.04)

NLG 0.25 0 16 0.43
(0.06)

0.18
(0.04)

NLG 0.25 0 64 0.71
(0.05)

0.44
(0.06)

NLG 0.25 0 256 0.87
(0.02)

0.67
(0.04)

NLG 0.25 0 1024 0.92
(0.01)

0.77
(0.03)

MRILG 0.25 −0.5 16 0.43
(0.04)

0.18
(0.03)

MRILG 0.25 −0.5 64 0.73
(0.04)

0.46
(0.05)

MRILG 0.25 −0.5 256 0.86
(0.03)

0.65
(0.05)

MRILG 0.25 −0.5 1024 0.92
(0.01)

0.78
(0.03)

MRILG 0.25 −0.2 16 0.42
(0.05)

0.17
(0.03)

MRILG 0.25 −0.2 64 0.64
(0.23)

0.39
(0.15)

MRILG 0.25 −0.2 256 0.77
(0.27)

0.59
(0.21)

MRILG 0.25 −0.2 1024 0.90
(0.02)

0.75
(0.03)

MRILG 0.25 −0.05 16 0.36
(0.15)

0.15
(0.07)

MRILG 0.25 −0.05 64 0.64
(0.23)

0.39
(0.15)

MRILG 0.25 −0.05 256 0.83
(0.03)

0.63
(0.05)

MRILG 0.25 −0.05 1024 0.86
(0.04)

0.72
(0.06)

56



Under review as a conference paper at ICLR 2024

Table 43: Test accuracy with SD for different game variants, using ImageNet dataset and over 10
seeds. During test λtest is set to 0.5.

Game λ ν |C| |C| (test)

1024 4096

LG (SS) 0 0 16 0.03
(0.01)

0.01
(0.00)

LG (SS) 0 0 64 0.04
(0.01)

0.02
(0.01)

LG (SS) 0 0 256 0.06
(0.02)

0.03
(0.01)

LG (SS) 0 0 1024 0.05
(0.01)

0.03
(0.01)

LG (RL) 0 0 16 0.03
(0.01)

0.01
(0.01)

LG (RL) 0 0 64 0.09
(0.07)

0.05
(0.03)

LG (RL) 0 0 256 0.11
(0.06)

0.06
(0.04)

LG (RL) 0 0 1024 0.11
(0.02)

0.06
(0.01)

NLG 0.5 0 16 0.32
(0.02)

0.14
(0.01)

NLG 0.5 0 64 0.57
(0.02)

0.33
(0.02)

NLG 0.5 0 256 0.73
(0.01)

0.54
(0.02)

NLG 0.5 0 1024 0.82
(0.01)

0.68
(0.02)

MRILG 0.5 −0.5 16 0.33
(0.03)

0.14
(0.02)

MRILG 0.5 −0.5 64 0.59
(0.02)

0.35
(0.02)

MRILG 0.5 −0.5 256 0.75
(0.02)

0.55
(0.03)

MRILG 0.5 −0.5 1024 0.81
(0.01)

0.66
(0.02)

MRILG 0.5 −0.2 16 0.26
(0.14)

0.11
(0.06)

MRILG 0.5 −0.2 64 0.50
(0.18)

0.29
(0.10)

MRILG 0.5 −0.2 256 0.72
(0.02)

0.51
(0.03)

MRILG 0.5 −0.2 1024 0.80
(0.01)

0.65
(0.02)

MRILG 0.5 −0.05 16 0.16
(0.12)

0.06
(0.05)

MRILG 0.5 −0.05 64 0.40
(0.21)

0.22
(0.12)

MRILG 0.5 −0.05 256 0.56
(0.30)

0.40
(0.21)

MRILG 0.5 −0.05 1024 0.62
(0.33)

0.50
(0.26)
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Table 44: Test accuracy with SD for different game variants, using CelebA dataset and over 10
seeds. During test λtest is set to 0.5.

Game λ ν |C| |C| (test)

1024 4096

LG (SS) 0 0 16 0.03
(0.01)

0.01
(0.00)

LG (SS) 0 0 64 0.04
(0.01)

0.02
(0.01)

LG (SS) 0 0 256 0.04
(0.01)

0.02
(0.01)

LG (SS) 0 0 1024 0.03
(0.01)

0.01
(0.01)

LG (RL) 0 0 16 0.04
(0.02)

0.01
(0.01)

LG (RL) 0 0 64 0.05
(0.02)

0.02
(0.01)

LG (RL) 0 0 256 0.07
(0.03)

0.03
(0.01)

LG (RL) 0 0 1024 0.08
(0.02)

0.04
(0.01)

NLG 0.5 0 16 0.26
(0.03)

0.09
(0.02)

NLG 0.5 0 64 0.46
(0.05)

0.22
(0.04)

NLG 0.5 0 256 0.64
(0.04)

0.40
(0.04)

NLG 0.5 0 1024 0.75
(0.03)

0.55
(0.04)

MRILG 0.5 −0.5 16 0.27
(0.03)

0.10
(0.02)

MRILG 0.5 −0.5 64 0.50
(0.05)

0.25
(0.04)

MRILG 0.5 −0.5 256 0.65
(0.03)

0.40
(0.03)

MRILG 0.5 −0.5 1024 0.74
(0.03)

0.53
(0.05)

MRILG 0.5 −0.2 16 0.26
(0.06)

0.09
(0.03)

MRILG 0.5 −0.2 64 0.44
(0.16)

0.22
(0.09)

MRILG 0.5 −0.2 256 0.66
(0.03)

0.42
(0.04)

MRILG 0.5 −0.2 1024 0.72
(0.03)

0.52
(0.05)

MRILG 0.5 −0.05 16 0.17
(0.11)

0.06
(0.04)

MRILG 0.5 −0.05 64 0.36
(0.13)

0.17
(0.07)

MRILG 0.5 −0.05 256 0.52
(0.21)

0.31
(0.14)

MRILG 0.5 −0.05 1024 0.33
(0.32)

0.23
(0.23)
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Table 45: Test accuracy with SD for different game variants, using ImageNet dataset and over 10
seeds. During test λtest is set to 0.75.

Game λ ν |C| |C| (test)

1024 4096

LG (SS) 0 0 16 0.00
(0.00)

0.00
(0.00)

LG (SS) 0 0 64 0.01
(0.00)

0.00
(0.00)

LG (SS) 0 0 256 0.01
(0.00)

0.00
(0.00)

LG (SS) 0 0 1024 0.01
(0.00)

0.00
(0.00)

LG (RL) 0 0 16 0.00
(0.00)

0.00
(0.00)

LG (RL) 0 0 64 0.01
(0.02)

0.01
(0.01)

LG (RL) 0 0 256 0.01
(0.01)

0.01
(0.01)

LG (RL) 0 0 1024 0.01
(0.00)

0.01
(0.00)

NLG 0.75 0 16 0.10
(0.01)

0.04
(0.00)

NLG 0.75 0 64 0.20
(0.01)

0.09
(0.01)

NLG 0.75 0 256 0.30
(0.01)

0.16
(0.01)

NLG 0.75 0 1024 0.36
(0.01)

0.23
(0.01)

MRILG 0.75 −0.5 16 0.11
(0.01)

0.04
(0.00)

MRILG 0.75 −0.5 64 0.22
(0.01)

0.10
(0.01)

MRILG 0.75 −0.5 256 0.31
(0.01)

0.17
(0.01)

MRILG 0.75 −0.5 1024 0.38
(0.02)

0.23
(0.02)

MRILG 0.75 −0.2 16 0.11
(0.01)

0.04
(0.00)

MRILG 0.75 −0.2 64 0.20
(0.07)

0.09
(0.03)

MRILG 0.75 −0.2 256 0.25
(0.13)

0.13
(0.07)

MRILG 0.75 −0.2 1024 0.37
(0.01)

0.23
(0.01)

MRILG 0.75 −0.05 16 0.05
(0.05)

0.02
(0.02)

MRILG 0.75 −0.05 64 0.12
(0.11)

0.05
(0.05)

MRILG 0.75 −0.05 256 0.31
(0.01)

0.17
(0.01)

MRILG 0.75 −0.05 1024 0.23
(0.17)

0.14
(0.11)
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Table 46: Test accuracy with SD for different game variants, using CelebA dataset and over 10
seeds. During test λtest is set to 0.75.

Game λ ν |C| |C| (test)

1024 4096

LG (SS) 0 0 16 0.00
(0.00)

0.00
(0.00)

LG (SS) 0 0 64 0.00
(0.00)

0.00
(0.00)

LG (SS) 0 0 256 0.00
(0.00)

0.00
(0.00)

LG (SS) 0 0 1024 0.01
(0.00)

0.00
(0.00)

LG (RL) 0 0 16 0.01
(0.00)

0.00
(0.00)

LG (RL) 0 0 64 0.01
(0.00)

0.00
(0.00)

LG (RL) 0 0 256 0.01
(0.00)

0.00
(0.00)

LG (RL) 0 0 1024 0.01
(0.00)

0.00
(0.00)

NLG 0.75 0 16 0.09
(0.02)

0.03
(0.01)

NLG 0.75 0 64 0.17
(0.02)

0.07
(0.01)

NLG 0.75 0 256 0.25
(0.02)

0.12
(0.02)

NLG 0.75 0 1024 0.33
(0.02)

0.19
(0.02)

MRILG 0.75 −0.5 16 0.09
(0.01)

0.03
(0.00)

MRILG 0.75 −0.5 64 0.20
(0.03)

0.08
(0.01)

MRILG 0.75 −0.5 256 0.28
(0.02)

0.13
(0.01)

MRILG 0.75 −0.5 1024 0.33
(0.02)

0.18
(0.02)

MRILG 0.75 −0.2 16 0.07
(0.04)

0.02
(0.01)

MRILG 0.75 −0.2 64 0.18
(0.02)

0.06
(0.01)

MRILG 0.75 −0.2 256 0.27
(0.02)

0.12
(0.02)

MRILG 0.75 −0.2 1024 0.30
(0.11)

0.16
(0.06)

MRILG 0.75 −0.05 16 0.05
(0.05)

0.01
(0.02)

MRILG 0.75 −0.05 64 0.15
(0.08)

0.06
(0.03)

MRILG 0.75 −0.05 256 0.22
(0.12)

0.11
(0.06)

MRILG 0.75 −0.05 1024 0.18
(0.15)

0.10
(0.09)
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