
Supplementary Material for
Learning with Muscles: Benefits for Data-Efficiency and

Robustness in Anthropomorphic Tasks

A Muscle model
In this section, the implementations of the muscle models for demoa and MuJoCo are described. The
demoa model approximates biological muscles with more physiological detail and accuracy, whereas
the simpler MuJoCo model allows the simulation of rudimentary muscular properties at minimal
computational cost, rendering it usable for machine learning.

A.1 Muscle model in Mujoco
Even though the MuJoCo simulator includes the capability of simulating muscles, it requires the
explicit definition of tendon insertion points and wrapping surfaces for each model. We, therefore,
use our own muscle implementation for the MuJoCo experiments, that does not contain tendons. As
a direct consequence, the muscle-fiber length is uniquely determined by the joint angle.

In the following, we describe activation dynamics, definitions of muscle-fiber length and velocity, the
computation of the resulting torque and the parametrization.

Muscle-tendon-unit Each controllable joint of the MuJoCo model is actuated by two monoarticular
muscles and we do not compute tendon length. We assume that:

lMTU = lCE, (1)

where lMTU is the length of the entire muscle-tendon-unit and lCE is the length of the muscle fiber,
or contractile element. We define muscle-fiber length and velocity by a linear equation [1, 2, 3]:

lCE,i = mi φj + lref,i (2)

l̇CE,i = mi φ̇j , (3)

where φj is the joint angle, mi and lref,i are computed from user-defined parameters, and i ∈ {1, 2},
as we assume two antagonistic muscles per joint. The parameter mi acts as a constant moment arm
in our model, see Eq. 6.

Activation dynamics The evolution of muscle activity obeys the following first-order ordinary
differential equation:

ȧ(t) =
1

∆ta
(u(t)− a(t)), (4)

where u(t) is a control signal.

Muscle force Given the previous quantities, the muscle force is computed by:

Fi =
[
FL(lCE,i) FV(vscale l̇CE,i)ai + FP(lCE,i)

]
Fmax, (5)

where vscale is a scaling parameter to adjust in which region of the force-velocity (FV)-curve typical
fiber velocities operate. We can then compute the resulting joint torque:

τ = −(m1 F1 +m2 F2). (6)

The functions FL, FV and FP are given by MuJoCo internal functions that phenomenologically
model experimental data and are applied to normalized muscle lengths and velocities, see MuJoCo
documentation [4] and Fig. 1.

Parametrization As the there is a one-to-one mapping of joint angle to muscle lengths in our
model, we can determine the required parameters mi and lref,i, if a mapping of lmin to φmin and lmax

to φmax is specified (assuming lmax to be the maximal muscle-fiber length lCE). Inserting them into
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Figure 1: Force-length (FL) and force-velocity (FV) relationships and passive force (FP) used in
MuJoCo [4]. We use the same phenomenological functions in our own MuJoCo muscle model. While
FL and FV get scaled by the current muscle activity a, FP does not (see Eq. 5).

Table 1: Parameters for the MuJoCo muscle morphology.

(a) Muscle parameters

Parameter Value
lmax 1.05
lmin 0.95
φmax π/2 [rad]
φmax -π/2 [rad]
∆ta 0.01 [s]
vscale 0.5

(b) Maximum isometric force

Task Value
ArmMuJoCo 295 [N]
Biped 5000 [N]

Eq. 1 and solving the resulting system of equations gives:

m1 =
lmax − lmin

φmax − φmin + ε
(7)

lref1 = lmin −m1 φmin (8)

m2 =
lmax − lmin

φmin − φmax + ε
(9)

lref2 = lmin −m2 φmax (10)
(11)

All in all, φmin, φmax, lmin, lmax and Fmax are required to be specified. The constant ε = 0.01
ensures numerical stability. We use the same parametrization for each MuJoCo task, see Table 1.

The maximum and minimum joint angles were chosen to allow for a large range of motion. They
do not constitute hard limits, but the passive elastic force FP will increase strongly when reaching
them. The maximum and minimum fiber lengths are identical to the MuJoCo default values. As we
want to study the benefits of muscular properties in learning, we chose the time and velocity scales
∆ta = 0.01 and vscale = 0.5 to be large enough to produce noticeable effects, such as low-pass
filtering and self-stabilization properties, across all performed tasks. To determine maximum muscle
forces, we trained muscle-actuator policies for a chosen maximum force value, after which we
adjusted maximum torque-actuator forces to be identical or slightly larger to the maximally observed
muscle forces in the final task policies. We repeated this procedure with different force values until
good performance could be observed for both morphologies, see Suppl. E.1 for an evaluation across
different force values. All other MuJoCo internal parameters related to muscle modeling are kept to
their default values.

In practice, we implement the muscle model in Cython [5], interfacing with OpenAI gym [6], which
achieves similar execution speed to native MuJoCo.
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A.2 Muscle model in demoa
The muscle model implemented in demoa [7] includes additionally visco-elastic, passive tendon char-
acteristics and muscle routing as joint angle-dependent lever arms to account for many physiological
details. In the following, we describe the activation and contraction dynamics of the muscle model,
as well as the tendon characteristics and the nonlinear lever arms.

Activation dynamics The muscles are activated with the learned and optimized control signal u,
which is nonlinearly transformed into an activation signal. The activity a is following a first-order
differential equation of normalized calcium ion concentration γ as introduced by Hatze [8] and
simplified by Rockenfeller et al. [9, 10]:

γ̇(t) = MH(u(t)− γ(t)) (12)

and a nonlinear mapping onto the muscles activity

a(t) =
a0 +$

1 +$
, (13)

with $(γ(t), lCE(t)) = (γ(t) ·ρ(lCE))
ν and ρ(lCE) = $opt · lCE

lopt
= γc ·ρ0 · lCE

lopt
. The parameter values

are chosen muscle non-specifically and are given in the description of the models (see [11, 12]).

Muscle-tendon-unit The predicted forces are modeled using Hill-type muscle models [13] includ-
ing four spring-damper components (see Fig. 2): The contractile element (CE) models the active
force production of biological muscle fibers, including the nonlinear force-length and nonlinear
force-velocity relation. The parallel elastic element (PEE) models the passive connective tissue in
the muscle belly and is arranged in parallel to the CE. The visco-elastic properties of the tendons
are modeled using a serial elastic element (SEE) and a serial damping element (SDE). All in all, the
governing model dependencies for all muscles i = 1, ..., n are:

l̇CE,i = fCE(lCE,i, lMTU,i, l̇MTU,i, ai) (14)
ȧi = fa(ai, ui, lCE,i) (15)

fMTU,i = fMTU,i(lMTU,i, l̇MTU,i, lCE,i, ai) , (16)

where the first differential equation (Eq. 14) denotes the contraction dynamics which models the
velocity l̇CE of the contractile element. This contraction velocity is dependent on the current CE
length lCE, the length and contraction velocity of the muscle-tendon unit lMTU and l̇MTU respectively,
and the activity a. The latter is modeled by the activation dynamics (see Eq. 12,13,15). Finally, a
force fMTU,i for each muscle is produced which is translated into joint torques.

Nonlinear lever arms To translate the force into joint torques, the muscle path around the joints
is routed via deflection ellipses in demoa [14]. If the length of the half-axises of all ellipses are set
to zero, this approach can be simplified to the more commonly used fixed via-point approach for
muscle routing. Based on the resulting moment arms of the muscles, the force fMTU is translated to
generalized torques acting on the degrees of freedom of the system.

State of the system Using a musculoskeletal model with a Hill-type muscle model, as described
in this section, increases the number of state variables because two additional differential equations
need to be solved for each included muscle. The entire state vector x can therefore be formulated as:

x ∈ R2nmusc+2nθ = {γi, lCE,i, θj , θ̇j} (17)

where θ and θ̇ represent the generalized joint angle coordinates and their respective velocities, and
nmusc and nθ denote the number of muscles and the number of joints, respectively.

B Experimental details and hyperparameters
In this section, we describe algorithm implementation details while also reporting additional settings
that were used to obtain previously shown results, as well as used hyperparameters. The section is
divided such that experiment details are shown with the control algorithm that was used to generate
the results.
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Figure 2: The muscle model in demoa is modeled as lumped Hill-type muscle model (figure adapted
from Haeufle et al. [13]).

B.1 Optimal Control (OC)
In the optimal control case, we used the covariance matrix adaptation evolution strategy (CMA-ES)
[15] to find the control policy u(k). As mentioned in the main paper, we chose the same population
size and number of generations for both actuator morphologies to allow for a fair comparison, even
though the number of decision variables nu is always larger in the muscle-actuated case. In all cases,
if not otherwise mentioned, we use a fixed population size of 36 and a fixed number of generations
of 100 while varying the control resolution c. If the control resolution is refined, this correlates to
an increase in the number of decision variables nu, however, we specifically did not change the
population size or generation number because we wanted to compare the data-efficiency and learning
with limited resources for the chosen actuators. The temporal control resolution c was typically varied
for c = {0.05, 0.15, 0.3} s. The upper bound of these control resolutions (c = 0.3 s) corresponds to
a triphasic control pattern for a typical movement duration of 0.9 s as it was selected in the smooth
point-reaching and squatting task. This selection of c was inspired by biological experiments, where it
was shown that triphasic patterns occur in muscle surface electromyograms in typical point-reaching
movements (e.g. see [16, 17]). The main hyperparameter of the CMA-ES algorithm σ was set to the
default value of 0.2 if not otherwise stated.

B.2 Model Predictive Control MPC
We employed a warm start procedure using the CMA-ES optimizer and afterwards started the MPC
routine with a local optimizer BOBYQA [18] (part of the standard python optimization package
NLOPT). As temporal control resolution in this closed-loop setting, we chose a very fine resolution of
c = 0.01 s, similar to the RL setup. This allows counteracting perturbations. The prediction horizon
was varied between tpred = {0.2, 0.3, 0.4, 0.5} s as shown in the result section of the main paper.

B.3 Reinforcement Learning (RL)
We use the RL algorithm MPO [19], implemented in TonicRL [20]. Hyperparameters were optimized
with a simplified in-house CEM optimizer. All RL experiments are averaged over 8 random seeds
except for the hyperparameter optimization, which would have been computationally intractable.
Each experimental run was computed with 1 NVIDIA V100 GPU and 20 CPUs of varying speed and
type. We use a fixed control resolution of c = 0.01 s for all RL experiments.

B.3.1 Experimental details
We give further experimental details in this section.

Data-efficiency For the point-reaching experiments, we used the hyperparameters that were found
in the meta-optimization (see Fig. 6) for both morphologies. For the hopping task, we used default
MPO parameters. The updated learning curves with optimized parameters, as well as additional
results on hyperparameters and maximum force settings can be found in Suppl. E.

Hyperparameter optimization We optimized the performance of both actuator morphologies in
the precise point-reaching task in MuJoCo (see Fig. 5). For each iteration, Nsets sets of random
parameters are drawn from fixed normal and log-normal distributions. For each of these sets, the
task performance is evaluated after Ttrain environment interactions, where Ttrain is chosen such
that a noticeable increase in performance can be observed with both actuator morphologies. After
each iteration, Melite elite parameter sets are chosen and the mean and standard deviation of each
parameter-generating distribution is updated by fitting a (log-)normal distribution to the Melite elite
sets with maximum-likelihood estimation. See Table 2 for exact specifications. The meta-optimization
for hopping can be found in Fig. 6.
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Table 2: Settings for the hyperparameter search.

(a) Precise point-reaching

Parameter Value
Nsets 50
Ttrain 2× 106

Melite 10

(b) Hopping

Parameter Value
Nsets 20
Ttrain 5× 106

Melite 10

(c) Initial distributions

Parameter Distribution Bounds
lra truncated log-normal [2.5× 10−4, 3× 10−2]
lrc truncated log-normal [0.5× 10−2, 10−1]
lrd truncated log-normal [0.5× 10−2, 1]
clipa truncated log-normal [10−7, 10−4]
clipc truncated log-normal [10−7, 10−4]

In the experiments, we only used truncated log-normal distributions to generate parameters. The
samples were clipped to the bounds given in Table 2 and initial mean and standard deviation were
chosen to lie inside the bounded interval. More precisely, we defined log(µ) = (a + b)/2 and
log(σ) = (b − a)/4, where a and b are the chosen bounds. The chosen parameters were the actor
learning rate lra, the critic learning rate lrc, the learning rate of the dual optimizer lrd, the gradient
clipping threshold for the actor clipa and the critic clipa.

Robustness point-reaching We trained policies with both morphologies in precise point-reaching
for 1.5 × 107 iterations. The best performing policies were then evaluated for the perturbation
experiments. For dynamic load, the mass of the hand is increased by 1.5 kg to simulate an object. For
chaotic load, a ball with radius 0.12 m and a density of 1000 kg/m3 is attached to a cable of length
0.6 m, that is connected to the hand. We sample 10 random goals from the training distribution and
visualize three trajectories such that there are no overlapping paths. All 10 goals are shown in Fig. 4.

Robustness hopping We trained policies for both morphologies for hopping with the hyperparam-
eters obtained in Fig. 6 and for 1.5× 107 iterations. We then record 100 evaluation episodes where
random forces drawn from Fi ∼ N (·|0, σF ) are applied with a probability of p = 0.05 to the hip,
knee and ankle joints and to the pelvis position and rotation. Center of mass trajectories are shown
for an interval of 15 s in the main manuscript, black vertical bars mark episode resets due to extreme
angles of the biped, which would cause it to fall to the ground. The performance for each perturbation
level is divided by the unperturbed performance for each morphology to yield a relative performance
comparison.

B.3.2 Hyperparameters
The hyperparameters for all RL tasks were set to the best performing runs in the shown hyperparameter
optimization. They best trained policies were then used for the perturbation experiments.

C Models
We give detailed descriptions of the used models in this section. See Table 4 for more information
about the MuJoCo models.

C.1 Arm
The Arm model consists of two segments connected with hinge joints moving against gravity. The
ArmDemoa [11] is freely available using the multi-body software demoa [7]. In the muscle-actuated
case, six muscles were included, modeled as Hill-Type muscles (A.2). Here, two monoarticular
muscles, each for the shoulder and elbow joint, and two biarticular muscles acting on both joints
are included. The segments are modeled as rigid bodies, and the dynamics are solved using the
Euler-Lagrange equation. In the torque-actuated case, each joint is driven by one torque actuator. For
more details on the demoa model, we refer to the Technical Report [11]. The variant ArmMuJoCo
was derived from an implementation of Arm26 included in MuJoCo [4], it was modified to yield a
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Table 3: RL parameters for MPO in TonicRL for the different tasks. Non-reported values are left to
their default setting in TonicRL [20]. Common MPO settings are equal for all experiments.

(a) Point-reaching MPO (muscle)

Parameter Value

lra 3× 10−4

lrc 10−3

lrd 2× 10−2

clipa 4× 10−5

clipc 3× 10−5

batch size 100
return-normalizer No

(b) Point-reaching MPO (torque)

Parameter Value

lra 10−3

lrc 5× 10−3

lrd 8.2× 10−3

clipa 7× 10−6

clipc 10−6

batch size 100
return-normalizer No

(c) Hopping MPO (muscle and torque)

Parameter Value

lra 3× 10−4

lrc 3× 10−4

lrd 10−2

clipa None
clipc None
batch size 256
return-normalizer Yes

(d) Hopping perturbation (muscle)

Parameter Value

lra 9× 10−4

lrc 3× 10−3

lrd 10−2

clipa 10−5

clipc 3× 10−7

batch size 256
return-normalizer Yes

(e) Hopping perturbation (torque)

Parameter Value

lra 10−3

lrc 7× 10−4

lrd 2× 10−2

clipa 2× 10−5

clipc 10−6

batch size 256
return-normalizer Yes

(f) Common MPO settings

Parameter Value

buffer size 106

steps before batches 5× 104

steps between batches 50
number of batches 50
n-step return 3
n parallel 20
n sequential 10
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Table 4: State information for all MuJoCo environments. The elements actuator lengths
and velocities are directly derived from MuJoCo internal attributes actuator_length and
actuator_velocity and keep the two morphologies as consistent as possible.

model observations
ArmMuJoCo (muscle) joint positions, joint velocities, muscle positions, muscle velocities,

muscle forces, muscle activities, goal position, hand position
ArmMuJoCo (torque) joint positions, joint velocities, actuator positions, actuator velocities,

actuator forces, goal position, hand position
Biped (muscle) joint positions, joint velocities, muscle lengths, muscle velocities,

muscle forces, muscle activities, head position, pelvis position, torso
angle, scaled COM-velocity

Biped (torque) joint positions, joint velocities, actuator lengths, actuator velocities,
actuator forces, head position, pelvis position, torso angle, scaled
COM-velocity

torque-variant similar to [21]. We additionally created a muscle-variant consisting of 2 muscles per
joint. The maximum torques for the torque actuators were matched to the highest achieved torques
by the trained muscle policies for both versions independently.

C.2 Biped
We converted the geometrical model of an OpenSim bipedal human without arms [22] for use in
MuJoCo. The model, consisting of 7 controllable joints (lower back, hip, knee, ankle) moves in a
2D-plane. Each joint is actuated by two antagonistic muscles or one idealized torque actuator. During
execution, we only allow control signals for one leg, the actions for the other leg are kept identical
to the first one. This incentivizes symmetric hopping motions, even though both legs can still move
differently due to differing initial configurations or external forces. The maximum torques for the
torque actuators were matched to the highest achieved torques by the trained muscle policies.

C.3 FullBody
For the squatting and high-jumping task, we used the FullBody (allmin) model [12] which is freely
available using the multi-body software demoa [7]. It consists of two legs and an upper body with a
skeletal geometry similar to humans and moves in 3D. The ankle, knee and hip joints, as well as a
lumbar and a cervical spine joint are controllable (8 controllable joints). The model also consists
of two arms with their respective joints, however, these joints were not controlled in this study. In
total, 14 joints are modeled with 20 degrees of freedom. Each controllable joint was either actuated
by two muscles (A.2) set up in an agonistic-antagonistic setup (muscle-actuated case) or by one
idealized torque actuator (torque-actuated case). The maximum allowed torques were matched to
the highest torques that occurred in the optimization in the muscle-actuated case to allow for a fair
comparison. Only monoarticular muscles (spanning one joint) were used. Furthermore, we reduced
the number of control inputs nu for this study by using symmetrical control signals for the left and
right legs. Additional to the torques generated by the actuators, also joint limitations are modeled as
linear one-sided spring-damper elements. We refer to the Technical Report [12] for more details.

D Tasks
We chose movement objectives which represent both, robotic challenges and naturally observed
movements of humans.

Smooth point-reaching (OC/MPC) This task encourages smooth point-reaching. Therefore, the
objective minimizes the L2-error between the desired angle endpoint and the desired joint angle
velocity, as well as penalizing the angle jerk to ensure a smooth motion. The objective for smooth
point-reaching is given by:

ε =
ωi

Si
(θi − θdesi )2 +

ωi

Si
(θ̇i − θ̇desi )2 +

...
θ
2
, (18)

where θi denotes the joint angle, θ̇i the joint angle velocity and the last term
...
θ penalizes the angle

jerk to ensure a smooth motion. ωi and Si are weighting and scaling parameters, respectively. Their
values (shoulder and elbow) are given in Table 5. The scaling parameters were chosen based on
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Table 5: Parameters for cost functions of OC/MPC tasks.

(a) Scaling parameters

parameter value

Sθ,sh 2.45 [rad]
Sθ,elb 2.45 [rad]
Sθ,hip 1.92 [rad]
Sθ,knee 2.11 [rad]
Sθ,ank 1.05 [rad]
Sθ,ls 0.52 [rad]
Sθ,cs 1.05 [rad]
Sθ̇,sh 18.7 [rad/s]
Sθ̇,elb 27.9 [rad/s]
Sθ̇,hip 14.1 [rad/s]
Sθ̇,knee 28.4 [rad/s]
Sθ̇,ank 12.6 [rad/s]
Sθ̇,ls 5.2 [rad/s]
Sθ̇,cs 10.4 [rad/s]

(b) Weighting parameters

parameter value

ωθ,sh 2
ωθ,elb 2
ωθ,hip 2
ωθ,knee 2
ωθ,ank 2
ωθ,ls 2
ωθ,cs 2
ωθ̇,sh 1
ωθ̇,elb 1
ωθ̇,hip 1
ωθ̇,knee 1
ωθ̇,ank 1
ωθ̇,ls 1
ωθ̇,cs 1

measured upper limits for human joint angular velocity [23] and human joint angle limits (Table 2 in
[12]). The desired angle θdesi is set to 90◦ for both the shoulder (sh) and the elbow (elb) joint, as this
requires a large motion. The movement duration in this task was set to 0.9 s.

Precise point-reaching (RL) We employ a similar reward function to [24]:

r = −λ1(d− log(d+ ε2))− λ2

N

∑
a2i − 2, (19)

where d is the Euclidean distance between end effector and target position, ε = 10−4 prevents
numerical instabilities, λ1 = 0.1 and λ2 = 10−4. A smaller distance d increases the overall reward,
but in contrast to the usual Euclidean distance, the log-term increases rewards for very small distances
even further, incentivizing precision. The episode does not terminate until a time limit of 1000 steps
elapses.

Fast point-reaching (RL) This task is identical to the previous one, but, in addition to the time
limit, the episode also terminates if the distance between end effector and target position is below 5
cm, which incentivizes reaching speed over precision.

Hitting a ball with a high velocity (OC/MPC) A ball with a mass of 250 g is dropped in front of
the arm model and the controller learns to hit the ball with a high velocity by optimizing the following
objective:

ε = −max żball, (20)
where żball denotes the ball-velocity in z-direction (direction of gravity).

Squatting (OC/MPC) The objective for squatting is given by:

ε =
ωi

Si
(θi − θdesi )2 +

ωi

Si
(θ̇i − θ̇desi )2, (21)

where θi denotes the joint angle, θ̇i the joint angle velocity. ωi and Si are weighting and scaling
parameters, respectively. Their values are given in Table 5. The scaling parameters were chosen
based on measured upper limits for human joint angular velocity [23] and human joint angle limits
(Table 2 in [12]). The movement duration in this task was set to 0.9 s. This squatting objective is
taken from [25], where the desired hip θdeshp , knee θdeskn and ankle θdesan joint angle are defined to be:

θdesan = −20◦,

θdeskn = sin−1(−Ls

Lt
· sin(θdesan ))− θdesan − θan,0,

θdeshp = −θdeskn − θdesan .
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High-Jumping (OC/MPC) The objective for the high-jumping is taken from [26] and maximizes
the position and velocity of the centre of mass of the human body model at the time of lift-off tl.
Additionally, we slightly expanded this objective to account for the three-dimensionality of our
jumping model by penalizing deviations of the centre of mass in the x and y-direction:

ε = zcom(tl) +
ż2com(tl)

2g
− |(xcom(tl)− 0)| − |(ycom(tl)− 0)|. (22)

Note, that zcom denotes the centre of mass position (CoM) in z-direction (direction of gravity). The
model is initialized to start from a squatting position in this task.

Hopping (RL) We developed a reward function that is able to induce hopping in different leg-driven
systems and can be applied independently of the actuator morphology. We did not obtain good results
with height-based rewards or the gym hopper [6] reward function. The reward for hopping is given
by:

r = exp(max{0, v̂COM
z })− 1, (23)

where vCOM
z is the z-velocity of the center of mass. The transformation v̂ = min{10, 100 v} adjusts

the sensitivity of the reward function while also preventing numerical overflows of the exponential
function. Crucially, large positive velocities are weighted much more strongly than small or negative
velocities, driving the system to maximum height periodic hopping. The second term prevents positive
rewards for velocities close to zero, as exp(0) = 1. We additionally use regularizing cost terms:

rreg = ralive − λ1 raction − λ2 rjoint, (24)

where λ1 = 10−4, λ2 = 10−3, ralive is 1 if the episode does not terminate and 0 otherwise,
raction =

∑
a2i /N punishes large actions and rjoint punishes joint angles close to the limits of the

system. Specifically:

rjoint =


−1, if |qmax,i − qi| < 0.1

−1, if |qmin,i − qi| < 0.1

0, otherwise.
(25)

Finally, we terminate the episode after the lapse of a time limit of 1000 iterations, or if different parts
of the model are very close to the ground, as this indicates a fall. The termination conditions are:

hskull < 0.3 [m]

hpelvis < 0.2 [m]

htibial < 0.3 [m]

htibiar < 0.3 [m]

θtorso > 1.22 [rad]

θtorso < −0.88 [rad],

where h is the height of the respective body part and θtorso marks the torso angle deviation from the
upright position.

E Additional experiments (RL)
E.1 Maximum force variation
Although the maximum force of the actuators is not freely adjustable in real systems, it is trivial
to do so in simulation and has a strong influence on performance. We, therefore, used the biped
parameters resulting from our hyperparameter optimization and recorded learning curves for the
hopping task for both actuator morphologies for different maximum actuator forces. For each setting,
we set the maximum isometric force for all muscle actuators to a certain value, trained the systems to
convergence, and then recorded the torque values occurring at each controllable joint during execution
of the hopping behavior. We then trained torque-actuator policies while setting τmax to the previously
observed maximum values for each individual joint. The results are shown in Fig. 3. Even though
singular torque-driven runs are able to outperform all muscle-driven runs at the end of training, this
not only takes a considerable number of learning iterations, but also comes at the cost of strong
learning instabilities. Looking at the learned behaviors, the torque-driven policies tend to jump very
high, but violate the allowed torso-angles at the peak due to their unstable explorative policies. No
periodic hopping could be observed. The muscle-driven policies, on the other hand, achieve periodic
hopping, even though the apex hopping height is smaller.
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Figure 3: Hopping performance for different actuator strengths. Hyperparameters are optimized
for hopping with a maximum muscle strengh of Fmax = 5000 N as used in the previous hopping
experiment. The maximum isometric muscle force is set to different values and the policies are
trained for the task. Afterwards, the maximum used torques for the learned behaviors are recorded for
each joint and set to identical values for the torque actuator. Muscle-actuators lead to more consistent
performance and yield periodic hopping. Torque-actuators yield unstable policies that manage to
jump very high once, but terminate the episode due to falls.

E.2 Additional goals for point-reaching with perturbations
We show ten random arm goals for precise point-reaching with perturbations that were not present
during training in Fig. 4.

E.3 Additional hyperparameter variations
We show the relative performance of all runs of the hyperparameter searches in polar coordinates for
precise point-reaching and hopping for both actuator morphologies (Fig. 5 and Fig. 6). The angles
mark the specified hyperparameter (see Suppl. B.3.1 for definitions), while the radius marks the
chosen value in log10-coordinates. The top row marks performance with muscle-actuators, the middle
row with torque-actuators and the bottom row shows histograms of returns for both morphologies
at different iterations. For point-reaching, muscle morphology leads to a return distribution that is
centered around the top-performing parameter sets, with almost no badly performing sets left at
iteration 7. In contrast, for torque-morphology a large number of runs is still distributed at low return
values. For hopping, a much harder task, muscle-morphology quickly leads to a large number of runs
at the top-performance level, while some badly performing parameter sets remain even at iteration
5. For torque-morphology, a large peak can be observed for returns close to 0, as most sampled
parameter sets do not achieve any kind of hopping. Only at iteration 7, a few singular well-performing
runs appear, that strongly outperform even the best muscle-driven run. This was to be expected, as
any muscle-actuator behavior can in principle be replicated by torque actuators, given that the policy
is able to learn it. Muscle actuators, on the other hand, are restricted to trajectory-dependent output.

E.4 Additional actuator models
Similar to Peng et al. [27], we present more actuator models that are widely used in robotics. We
consider the ideal torque actuator to be neutral in its properties—only executing exactly what it was
told. In contrast, a PD-controller [28] embeds additional knowledge about position control elements
and error propagation dynamics. For the RL experiments, we use an identical PD formulation to
Peng et al. [27]:

u(t) = kp (q̂(t)− q(t)) + kd (ˆ̇q − q̇), (26)

with the joint angles q, the joint velocities q̇, the desired position q̂ and the desired velocity ˆ̇q. We also
set ˆ̇q = 0, similar to [27]. We tuned the PD-controller by hand to achieve good step-wise trajectory
tracking, see Fig. 7. We also ensured that it remains stable for faster position changes.

As a second additional actuator, we implemented a low-pass filtered torque actuator. The control
signal is filtered according to the simplified muscle activation dynamics in the MuJoCo muscle model
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torque actuator handles the dynamic load case slightly better than the muscle actuator for all goals,
especially compared to the goals in grey, brown and purple. Right: The muscle-actuator performs very
well for all chaotic load goals, except for a small deviation from the end-point. The torque actuator
exhibits strong instabilities. The respective goal positions are marked as circles, the unperturbed
baseline for each goal is shown with a dashed line, the perturbed trajectories with slightly transparent
solid lines.

Eq. 4, which effectively act as a low-pass filter:

ȧ(t) =
1

∆t
(u(t)− a(t)), (27)

which gets approximated in practice as:

at+1 = at +
∆tsim
∆t

(u(t)− a(t)). (28)

The variable a(t) denotes the effective action that is applied to the underlying torque actuator, u(t)
is the control signal, ∆t is the time scale of the low-pass filter and ∆tsim is the time step of the
physics simulation, which is not to be confused with the control time step: ∆tcontrol = 2∆tsim for
the MuJoCo simulations. All actuator properties such as the muscle dynamics, the low-pass filter and
the PD controller are updated with the physics simulation time step, while the RL policy computes
new actions only with the control frequency.

We repeated the precise point-reaching task with ArmMuJoCo with muscle actuation, torque actuation,
PD actuation and two low-pass filter variants. The fast variant uses the time scale ∆t = 0.01, which
is the same as used in the muscle model and reacts very fast to new control signals. The slow variant
uses ∆t = 1 and produces a much stronger filtering effect. The results in Fig. 8 show that the muscle
actuator outperforms all other variants.

Individual runs are shown in the right column in order to obtain an accurate picture of the variance
across seeds for all actuators. Even when not considering the badly performing outliers, torque
actuation seems to present larger variance than muscle actuation. The PD-controller performs worse
than pure torque control for this task, which validates results by [29]: They found PD-controllers
to perform worse than torque control when learning behaviors from scratch as opposed to tracking
reference motions [27].

We noticed that, while the muscle only uses a maximum of ≈ 30 Nm during normal reaching, its
properties allow it to intermittently use larger torques when perturbations are applied. We therefore
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Figure 5: Hyperparameter variation for precise point-reaching. Hyperparameters are optimized
following an iterative sampling scheme and individual runs train for 2 × 106 iterations. Fifty sets
of parameters are sampled randomly from pre-determined distributions, the final performance is
evaluated and used to adapt the sampling distributions for the next iteration. We record 7 iterations
which equals 350 runs in total. We optimize 5 parameters related to MPO. The angle of the radarplot
marks the parameter, the radius marks the value (in log10-coordinates). Top: Radarplot of parameters
for the muscle in precise point-reaching at iteration 1, 2 and 7. The color marks the achieved
performance of the parameter sample relative to the best achieved performance over all sampled
parameters. Middle: precise point-reaching torque. Bottom: Histogram of returns for all sets of
parameters at iterations 1, 2 and 7.
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Figure 7: Top row: We tuned a PD-controller for ArmMuJoCo that is then used as an intermediate
control layer for an RL agent. We tuned the parameters by hand to achieve good joint angle control
over the workspace, shown in the figure for both joint angles. The slight mismatch in the shoulder
joint (left) is due to gravitational forces, which are not counteracted in the controller design. An RL
agent easily learns to compensate for this shift. Bottom row: We show two low-pass filtered torque
actuators for an exemplary step-signal. The fast-filter uses the same parameters as the activation
dynamics in the MuJoCo muscle model.

conduct a second series of experiments where we adjust the maximum allowed torque for all torque
actuators to the intermittent upper limit of the muscle, which is τmax = 60 Nm. New learning curves
were recorded for ArmMuJoCo point-reaching and are shown in Fig. 9. Generally, the performance
for the non-muscular actuators decreases with larger torque limits. Only the PD-controller seems to
exhibit smaller variance than in the small torque limit case.

E.5 Additional robustness experiments
In this section, we present evaluation of the robustness of the learned policies with a wide variety of
masses and additional actuators. The results are reported for two different maximum torque limits for
the non-muscle-based actuators, following the reasoning of Sec. E.4.

The variations are investigated for policies trained for point-reaching with ArmMuJoCo. All weights
are added as a chaotic load that is attached with a rope. The results can be seen in Fig. 10 and Fig. 11
for τmax = 30 Nm and τmax = 60 Nm respectively. We use masses varying from 1 to 4 kg in the
high force case, while they are halved in the other case. Even though the muscle actuator is the most
stable across all variations, the pure torque actuator variant performs quite well when large forces are
allowed. However, large torque limits also diminish the learning performance, as seen previously in
Fig. 9. The results suggest a trade-off between learning speed and robustness for the torque controller,
while the muscle actuator is able to leverage low forces during learning and automatically reacts to
perturbations with stronger forces. The PD-controller only outperforms raw torque control for the
large torque limit τmax = 60 Nm and a comparatively small perturbation mass of 1 kg, see Fig. 11
(second row, middle).

E.6 MuJoCo simulation time step ablation
To assess the influence of simulation accuracy on the obtained results, we record additional muscle
and torque actuator learning curves with a much smaller simulation time step of ∆tsim = 0.001
instead of ∆tsim = 0.005. We additionally increase the frameskip of the simulation to achieve an
equal control time step of ∆tcontrol = 0.01 in both cases. The results are shown in Fig. 12. With

14



max torque = 30 Nm
muscle torque PD slow low-pass fast low-pass

−1.0

−0.8

−0.6

−0.4

di
st

an
ce

-r
et

ur
n

×103 mean over seeds individual runs

−1.0

−0.8

−0.6

−0.4

di
st

an
ce

-r
et

ur
n

×103

−1.0

−0.8

−0.6

−0.4

di
st

an
ce

-r
et

ur
n

×103

0.00 0.25 0.50 0.75 1.00 1.25

steps ×107

−1.0

−0.8

−0.6

−0.4

di
st

an
ce

-r
et

ur
n

×103

0.00 0.25 0.50 0.75 1.00 1.25

steps ×107

Figure 8: The muscle actuator outperforms all other considered actuator designs. We compare
the learning curves for muscle, torque, PD and two low-pass filter actuators in the precise point-
reaching task for ArmMuJoCo. Averages across random seeds and standard deviation are shown
in the left column, individual runs in the right column. The torque actuator and the low-pass filter
variants perform quite well, but their variance across seeds is larger than for the muscle, even when
outliers are not considered. The PD-controller seems to exhibit less variance than a pure torque-driven
approach, but the overall performance is worse. We recorded 8 random seeds for each actuator.
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Figure 9: Torque actuators perform worse when the maximum allowed force is increased. We
repeat the experiment in Fig. 9, but allow the torque actuator to use a maximum torque of τmax =
60 Nm. This value is the maximum torque that the muscle actuator can output in perturbation
experiments, even though it is not reached during point-reaching under normal conditions. While
singular runs still perform well for the torque actuator variants and the PD controller achieves even
less variance across seeds than before, the overall performance suffers when increasing the maximum
force. We recorded 8 random seeds for each actuator.
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Figure 10: The muscle actuator is more robust for all considered masses than the alternative.
We conducted perturbation experiments for all actuator models during which chaotic loads of differing
masses were attached to the robot which were not present during training. The muscle actuator
performs well up to 1.5 kg, when deviations start to get bigger. It does not reliably reach the
goal for m = 2 kg. The torque actuator exhibits strong lateral oscillations for all masses and
slight undershooting of the goal position. The PD-controller oscillates less for small masses, but
undershoots the goals by a larger amount, as it was not tuned for this scenario. The low-pass filtered
actuators perform similar to the pure torque case. For each experiment we used the best performing
policy of each learning curve in Fig. 8 at the end of training. Ten goals were randomly chosen and
used for all experiments.
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Figure 11: Torque control is more robust with larger torque limits, but is still outperformed by
muscles. We repeat the experiment in Fig. 10 with a larger maximum torque limit of 60 Nm. All
torque-variants seem to perform better than in the low torque limit case. For m = 1 kg, the PD-
controller and the low-pass filter versions slightly outperform the pure torque actuator. Nevertheless,
the muscle reacts more robustly for all considered masses. For each experiment we used the best
performing policy of each learning curve in Fig. 9 at the end of training. The same ten goals as in
Fig. 10 were used.
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Figure 12: We present physical simulation time step ablations for ArmMuJoCo and precise point-
reaching. While the ∆tsim was varied, the frameskip parameter was adjusted to achieve the same
control time step ∆tcontrol = 0.01 in all cases. Top: With the exception of a single unlucky run,
the simulation time step does not seem to affect the performance of the muscle actuator in this task.
Bottom: Surprisingly, the torque actuator performs much worse with a smaller simulation time step.
As simulation accuracy increases with a smaller time step, we do not suspect this to be the result of
numerical instability. A setting of ∆tsim = 0.005 was used for the all other MuJoCo experiments.
We recorded 8 random seeds for each actuator.

the exception of one unlucky run, the muscle actuator performance seems to be unchanged under
the more accurate simulation setting. The torque actuator, in contrast, seems to perform worse. As
simulation accuracy increases with a smaller time step, we do not suspect this to be the result of
numerical instability. As this only reinforces prior results, we conclude that the improved muscle
actuator data-efficiency is not a result of numerical instability.

F Additional experiments (OC/MPC)

F.1 Nonlinearity in muscle model

In our study, we conclude that the nonlinear muscle properties can be beneficial for learning in
terms of data-efficiency and robustness. To show-case the influence of individual properties, we
performed additional smooth point-reaching and squatting experiments. The four major properties
that differ between the torque actuator morphology and the muscle actuator morphology are the
nonlinear activation dynamics, the nonlinear force-length, the nonlinear force-velocity relation and
the nonlinear lever arms (see also Fig. 1 in the main paper). We switched each of these properties
separately off to test which nonlinear muscle property contributes the most to the beneficial behavior.
The results can be seen in Fig. 13. As shown in this figure, switching off the nonlinear force-
velocity relation (no Fv) has the strongest impact and leads to results that are even worse than the
torque actuator optimization. Additionally, the nonlinear activation dynamics (no actdyn) has some
influence on the performance of the data-efficiency results. With these results, we would like to give
a first indication that indeed the non-linearity of different muscle properties are beneficial for the
data-efficiency in learning anthropomorphic tasks.
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torque actuator. Plotting the mean and standard deviation (shaded area) for 5 repeated runs for the
three main actuator morphologies (muscle in red, torque in blue, torque with PD controller in black).

F.2 Proportional-derivative torque control for learning
In the results presented in the main paper, we mainly compared the muscle actuator morphology to an
idealized torque actuator without embedding any additional knowledge, e.g. position control which is
typically used with a PD controller. Nevertheless, we consider the comparison with the PD control
action space as a valuable baseline comparison. Therefore, we performed additional experiments
for the smooth point-reaching task, where we added this additional baseline using PD control on
top of the torque actuator morphology. Similar to the RL experiments (E.4), we use an identical PD
formulation to Peng et al. [27]:

u(t) = kp (q̂(t)− q(t)) + kd (ˆ̇q − q̇), (29)

with the joint angles q, the joint velocities q̇, the desired position q̂ and the desired velocity ˆ̇q. We
also set ˆ̇q = 0, similar to [27] and our original cost function for smooth point-reaching (Eq. 18). In
contrast to the RL experiments where we directly learn the desired angles for the control signal u(t)
for PD controller, here, with OC, we instead learn the kp and kd parameters. We allow for changes
in these parameters every c = 0.3 s, whereas the control signal was updated continuously. Fig. 14
shows that the data-efficiency is slightly improved using a PD controller for the torque-actuated case
in the smooth point-reaching task but it does not reach the performance of the muscle actuator.

F.3 Additional robustness experiments
In this section, we present additional robustness experiments for perturbing the arm model in the
point-reaching task while adding unknown weights to the lower arm. In contrast to the main paper,
we do not only show the perturbation using 1 kg, but varied the unknown weight up until 5 kg in 1 kg
steps. The resulting angle trajectories are shown in Fig. 15. We see that both actuators are able to
counteract unknown perturbation weights with 1 kg. For larger weights, the perturbations result in
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Figure 15: Muscle morphology is more robust towards unknown weight perturbations. Plotting
the angle trajectories of the shoulder and elbow angle over time for the two actuator morphologies
(left: muscle, right: torque) while varying the unknown weight (between 1 and 5 kg in 1 kg steps).

overshoots in the elbow joint angle which can be corrected in the muscle-actuated case, whereas the
torque actuator struggles to counteract these perturbations. Summed up, the muscle morphology is
more robust towards perturbations for a wide range of different unknown weights.
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