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Figure 1: The overview of our HMR-Adapter on the whole-body model. HMR-Adapter refines body pose estimation with
additional hand joint features. The frozen whole-body model first estimates the initial body pose and hand bounding boxes.
Then the sampled hand joint features are mapped as query key and value into HMR-Adapter’s cross-attention layer. The
transformer block is repeated N times before entering a body pose offset decoder. The body pose offset is added to the initial
body pose to generate the final refined body pose.

1 IMPLEMENTATION DETAILS
Figs. 1 and 2 illustrate the architectures of HMR-Adapter for the
whole-bodymodel and the hand expert model, respectively. In Fig. 1,
our HMR-Adapter enhances body pose estimation by integrating
additional hand joint features. Initially, a frozen model estimates
the initial body pose and hand regions. The hand joint features
are obtained by sampling hand image features with the finger root
joints. The hand joint features are then processed through HMR-
Adapter’s multiple cross-attention layer. Finally, a body pose offset
decoder refines the initial estimate, producing the refined body pose.
In Fig. 2, HMR-Adapter improves hand pose estimation by adding
body pose features. The hand expert model, which remains fixed, in-
cludes a transformer-based decoder. We retain this original decoder
while adding parallel self-attention and cross-attention layers. Body
pose features are processed by the new cross-attention layer. The
outputs from both the original and the new cross-attention layers
are combined and then sent to the original hand pose decoder to
produce a refined hand pose.

During the training of HMR-Adapter for both the hand expert
and the whole-body model, we utilize the AdamW optimizer [3]
with a learning rate of 1 × 10−5, 𝛽1 = 0.9, 𝛽2 = 0.999 and a

weight decay of 1 × 10−4. We apply distinct weights to differ-
ent losses: for HMR-Adapter on the hand expert, the weights for
𝜆2𝐷 , 𝜆3𝐷 , 𝜆𝑣, 𝜆𝜃 , 𝜆𝛽 are set to 0.01, 0.05, 0.001, 0.001, and 0.0005 re-
spectively; for HMR-Adapter on the whole-body model, the weights
for 𝜆2𝐷 , 𝜆3𝐷 , 𝜆𝜃 , 𝜆𝛽 are 0.01, 0.05, 0.001, and 0.0005 respectively.

2 HMR-ADAPTER VISUALIZATION
To elucidate the functionality of HMR-Adapter on the hand expert
model, we visualize its attention maps. In Fig. 3, we show several
examples alongwith their predictions. HMR-Adapter is employed to
integrate additional body pose guidance, specifically demonstrating
the body pose attention map of HMR-Adapter for the related hand.
The visualization reveals that HMR-Adapter selectively emphasizes
upper limb poses.

For example, in the instance (d), the elbow and wrist receive
higher attention scores, significantly influencing the poses and
global orientation of the occluded right hand. This effect can be
attributed to the direct impact of the elbow and wrist joints on the
global orientation of the hand. When this body pose information
is combined with the hand image feature from the frozen hand
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Figure 2: The overview of our HMR-Adapter on the hand expert model. HMR-Adapter injects additional body pose features to
refine the hand pose estimation. The frozen hand expert adopts a transformer based decoder. So we keep the original decoder
and use a parallel self-attention and cross-attention layer. The new cross-attention layer receives encoded body pose features
as input to produce the query key and value matrix. We add the output from the original cross-attention layer to the output
from HMR-Adapter’s cross-attention layer. Then the output of the adapted decoder is forwarded to the original hand pose
decoder to obtain the refined hand pose.

Figure 3: Visualization of HMR-Adapter attention map on the hand expert. It includes the input images, the predicted whole-
body meshes with the target hand in a red box, and the corresponding attention maps. (a)∼(b) are in-the-wild images from the
UBody dataset [2], and (c)∼(d) are from the ARCTIC dataset [1].

expert model, the adapted handmodel provides robust and plausible
estimations for the hand poses.
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