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A Overview17

A.1 Motivation18

Procedural Datasets. We present our motivation to collect a new dataset with errors. Current19

datasets that study procedural tasks, such as GTEA [20], Breakfast [37], CMU-MMAC [13], 50Salads20

[72], COIN [74], CrossTask [86], ProceL [17], EgoProceL[4], Assembly101 [18], and HowTo100M21

[46], encompass temporal variation in the order of the steps performed. However, these datasets are22

predominantly sourced from crowd-sourced online platforms, resulting in the videos often containing23

drastically different steps, with alterations impacting more than 30% of the content. Our interest lies24

in understanding errors induced by deviating from the given instruction set. To this end, we require25

two types of videos: normal ones that closely follow the instructions and error videos that depict26

deviations. Moreover, we aim to capture these videos from an ego-centric perspective to minimize the27

occlusions typical in third-person videos. We are primarily interested in understanding errors when28

the objects under the interaction continuously change shape and colour during a procedural activity.29

Recent Progress. Error recognition in procedural activities has received significant traction, leading30

to the proposal of new datasets with errors [76, 22, 60, 63]. Although they aim to identify errors31

in procedural activities, they focus on tasks related to assembly and disassembly. The activities32

involve objects with constant shapes and colors, which lack the desired characteristics. The33

absence of such specific video resources led us to curate a dataset (Fig. 1) embodying all our desired34

characteristics. By focusing on cooking activities with desired characteristics, our dataset can be used35

to develop easily transferable algorithms for other sensitive domains, such as medicine and chemistry.36
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Figure 1: Overview. Top: We constructed task graphs for the selected recipes. These graphs facilitated
sampling partial orders (cooking steps) that participants followed to perform. During the execution
of some of these steps, participants induced errors that are both intentional and unintentional in
nature. Bottom: On the left, we present the sensors employed for data collection, and on the right, we
describe the details of the modalities of the data collected while the participant performs the recipe.

37

In the following sections, we will start by explaining how to use the data, including details about the38

structured splits of the dataset. We will then discuss comprehensive results and various analyses of39

the tasks we have benchmarked. Lastly, we will describe our data collection and annotation processes40

involving three stages: (a) Data collection planning, (b) Data collection, and (c) Data processing.41
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A.2 Extended Related Work42

Recently, [64] proposed a method for supervised procedure learning on the proposed dataset.43

A complete survey of all the relevant tasks is outside the scope of the paper; thus, we provide44

a brief review of procedure understanding tasks that are of particular interest to the proposed45

dataset such as Error Recognition[70, 9], Multi-Step Localization and Self-Supervised Procedure46

Learning [15, 16, 39], Video Summarization [48], Temporal Action Segmentation [19, 40, 1, 10, 21],47

Object State Change Detection [71], Action Localization [87, 68], Adverb Recognition [11, 11],48

Task Verification (Sequence Verification [80]) [60], Long Video Understanding [30, 28, 83], Key-49

Step Localization [51, 44, 26], Procedure Planning [27] (Goal-Step Inference [82, 38, 55]), Self-50

supervised procedural knowledge extraction [49] (Visual Transformation Telling [78]), Sequence-to-51

sequence alignment [50, 23, 5, 7, 75, 33, 34, 62, 32, 73, 81, 69, 77] (Audio, Video synchronization52

[47, 8, 57, 67]), Scene Graph Anticipation [54], Temporal Adaptation, Semantic Role Labelling53

[3, 6, 29], Procedure Learning [85, 35, 43, 84], Action Anticipation in Procedural Videos [65, 56, 2].54

A.3 Data Splits55

We created diverse splits for training models on the proposed dataset where each split is based on56

a specific criteria ensuring diversity in the train, validation and test subsets according to it. This57

approach enables models to concentrate on different facets of the data. The splits are categorized as58

follows: (1) Recording Environment (E), (2) Recording Person (P), (3) Recipes (Re), (4) Recordings59

(R), (5) Steps (S), and (6) Recording Type (Rt).60

(1) Environment (E). Our dataset comprises data collected from ten different environments, with a61

larger proportion of recordings sourced from five of these environments. We used this information to62

strategically divide the dataset. Recordings from these five environments were included in both the63

training and validation sets, while recordings from the remaining environments were allocated to the64

test set. We ensured a consistent balance of normal and error recordings across all three sets.65

(2) Persons (P). Eight participants compiled our dataset, each recording an equal number of66

videos. To facilitate a balanced distribution, we designed a split that includes recordings from two67

participants—who performed all the recipes—in the test set. The recordings from the remaining68

participants were divided between the training and validation sets.69

(3) Recipes (Re). We meticulously divided 24 selected recipes into training, validation, and test70

sets based on the specific skills required for each recipe. By identifying all the essential skills needed71

to execute these recipes, we ensured that each set included recipes that necessitate applying these72

skills. This strategic division facilitates learning tasks that involve skill transfer.73

(4) Recordings (R). We categorize all recordings of a recipe into training, validation, and test sets74

according to a specified ratio. This split is generated randomly and varies with each iteration.75

(5) Steps (S). We compile a comprehensive dataset consisting of video segments that correspond76

to the steps of all recordings. This dataset is then divided into training, validation, and test splits,77

ensuring that steps from each recording are represented across all three splits.78

(6) Recording Type (Rt). Tasks that require a semantic understanding of errors employ methods79

that differentiate between normal and error recordings. The models can be trained using only normal80

recordings to learn the baseline behaviour and then applied to recognize errors in recordings.81
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B Benchmarking82

We present comprehensive evaluation results and analyses for our proposed dataset on several tasks:83

1. Error Recognition: This includes evaluations under two different settings:84

• Zero-Shot:85

– Error Recognition86

– Error Category Recognition87

– Anomaly Detection88

• Supervised:89

– Error Recognition90

– Early Error Recognition91

2. Multi-Step Localization92

3. Procedure Learning93

B.1 Zero-Shot Error & Error Category Recognition94

Error Recognition demands an accurate interpretation of actions and their consequences. This entails95

developing models that can semantically understand the progression of events during an activity96

and also assess the quality of the actions observed. Recently, Vision-Language Models (VLMs)97

have shown great promise in visual reasoning by combining effective visual analysis with the strong98

common-sense reasoning abilities of Large Language Models (LLMs). Therefore, our goal is to test99

the ability of recently proposed VLMs to recognize errors in video recordings of procedural activities.100

Leveraging the prompt-and-predict paradigm we proposed two variants2 {V1,V2} for error recogni-101

tion. We set up the Zero-Shot Error Recognition task as a Video Question Answering (VQA) problem.102

Our proposed variants {V1,V2} primarily focused on the generation of task-specific questions, while103

relying on the existing state-of-the-art pre-trained VLMs for visual interpretation and the reasoning104

ability required (specific to visual interpretation) to answer the generated task-specific questions.105
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Figure 2: ZeroShotER evaluation pipeline of VLMs

Our proposed variants are distinguished by their use of single-prompt and multi-prompt approaches,106

as defined in the literature on prompt engineering. Specifically, in V1, we leverage the task graphs107

2We only probe the textual inputs, leaving the visual interpretation aspects of the VLMs unchanged.
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and error descriptions provided as part of annotations to construct questions (a single question108

prompt specific to each step of the recipe) that enquire about the completion of a recipe step in the109

procedural activity videos. In V2, instead of a single-prompt (more general questions), we adopt a110

prompt-ensembling strategy (more specific questions) to recognize errors that occur in recordings.111

Our V2 can be understood as follows: Error Recognition as a task requires identification of all errors112

that occur in procedural activity videos. Since the space of the possible errors that can potentially113

occur for each procedural activity is very large and combinatorial in nature, tasking a VLM to enquire114

about all possible errors through more general questions leads to significantly low performance115

(can be observed through numbers of V1 in Table 1). To address this, as illustrated in Figure 2, we116

leveraged the structured knowledge about the categories of errors that can occur while executing a117

procedural activity and crafted targeted question prompts. This strategy not only guides VLMs to118

answer more specific questions, thereby improving the performance scores (refer Table 1) but also119

aids in developing a systematic framework for building error recognition models using VLMs.120

VLM Variant Acc P R F1

Video-LLaVa [41] V1 64.3 34.2 3.9 6.7
V2 52.85 36.3 49.3 41.8

TimeChat [59] V1 65.0 51.11 1.15 2.26
V2 43.5 34.38 69.7 46.1

Table 1: ZeroShotER evaluation results.
In subsequent sections, we detail the two proposed variants, {V1,V2}, including examples of the121

crafted question prompts for {V1,V2}. We also present our evaluation results (using standard binary122

classification metrics) for the tasks of Error Recognition and Error Category Recognition. We note123

that although we present evaluation results for two open-source VLMs, Video-LLaVa and TimeChat,124

our framework can be easily extended to closed-source VLMs such as GPT-4V and GeminiPro.125

5



B.1.1 Variant-1 (V1):126
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Figure 3: ZeroShotERV1. We outline the methodology for the proposed variant V1 as follows:
Initially, we integrated the raw textual descriptions of steps extracted from task graphs into an
engineered prompt template to create a single-question prompt specific to each step of the recipe.
This prompt, along with the corresponding video, is inputted into a VLM. We analyze the responses
generated from the VLM to obtain its predictions corresponding to each step of the recipe.

Task. In Figure 3, we present overview of the proposed method. The two important components of127

V1 include (a) An engineered prompt template that is specific to the chosen VLM and (b) A response128

processing unit. For engineering the prompt template, we employed the following methodology:129

– Inspired by the Chain of Thought prompting strategy, We formulated a list of templates that130

can potentially be used for recognizing errors in procedural activity recordings.131

– We selected a diverse set of videos representing every recipe type included in the dataset.132

– We executed our proposed pipeline with all the prompt templates on a selected set of videos133

and chose the best-performing prompt template corresponding to each VLM.134

We noticed that although we craft the template to generate the response in a specific format, the135

response generated by VLM often follows a different format; thus, we included a response processing136

unit to convert the generated response into a preferred format. We presented results in Table 1.137

In the subsequent sections, we present the engineered templates (tailored to the specific choice of138

VLMs) used to construct the question prompts for each step followed by a few examples of the steps139

sampled from the recipes included in the proposed dataset. We built our candidates for the templates140

utilizing the examples provided by the authors of employed VLMs, Video-LLaVa and TimeChat.141
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Prompt Template. Following are the engineered prompt templates corresponding to the VLMs142

– Video-LLaVa: ASSISTANT: {Did, Is, Does, . . . } the person {perform, execute, doing, . . . }143

the step recipe step from the recipe recipe ?144

– TimeChat: You are given a cooking video. Please watch the video and answer the following145

question: {Did, Is} the person {perform, doing} the step recipe step ? Return the answer in146

the format of Yes or No.147

Examples:148

Recipe: Cucumber Raita
Step: In a mixing bowl, whisk 1 cup of chilled curd until smooth. Use fresh homemade

or packaged curd

VLM: Video-LLaVa
Prompt: Did the person whisk 1 cup of chilled fresh homemade or packaged curd until

smooth while performing the Cucumber Raita recipe?

VLM: TimeChat
Prompt: You are given a cooking video. Please watch the video and answer the following

question: Did the person whisk 1 cup of chilled fresh homemade or packaged
curd until smooth? Return the answer in the format of Yes or No.

149

Recipe: Spiced Hot Chocolate
Step: Add 2 pieces of chocolate to the mug

VLM: Video-LLaVa
Prompt: Does the person add 2 pieces of chocolate to the mug while performing Spiced

Hot Chocolate recipe?

VLM: TimeChat
Prompt: You are given a cooking video. Please watch the video and answer the following

question: Does the person add 2 pieces of chocolate to the mug? Return the
answer in the format of Yes or No.

150

Recipe: Tomato Mozzarella Salad
Step: Rinse a tomato

VLM: Video-LLaVa
Prompt: Did the person rinse one tomato?

VLM: TimeChat
Prompt: You are given a cooking video. Please watch the video and answer the following

question: Did the person rinse one tomato? Return the answer in the format of
Yes or No.

151
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B.1.2 Variant-2:152
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Figure 4: ZeroShotERV2. We outline the methodology for the proposed variant V2 as follows:
Instead of a single-question prompt for each recipe step, we create seven question prompts, each
tailored to a specific error category. Specifically, we engineered seven query templates, each
corresponding to an error category. We fed these templates along with the description of each recipe
step to Llama3 to generate seven tailored query prompts. We pass these error category-specific query
prompts along with the videos to VLMs. We process the response generated by VLMs and apply an
OR operation on processed responses of question prompts to obtain the final prediction for each step.

Task. In Figure 4, we present overview of the proposed variant V2. Important components of V2153

are (a) Engineered error-category-specific query prompt templates tailored to VLM and (b) Final154

prediction generation. For engineering error-category-specific query prompt templates we followed:155

– Inspired by the Chain of Thought prompting strategy, We formulated a list of templates that156

can be used for recognizing errors corresponding to each error category in recordings.157

– We selected a diverse set of videos representing every recipe type included in the dataset.158

– We executed our proposed pipeline using all error category-specific query prompt templates159

on a chosen set of videos. From these, we identified and selected the best-performing error160

category-specific query prompts for each VLM. We presented evaluation results in Table 1.161

– We note that as an intermediate step, we also solve the Error Category Recognition task.162

Table 2: Error Category Recognition evaluation results.

Error Category VLM P R F1 Acc

Order Error Video-LLaVA 16.3 35.3 22.3 65.5
TimeChat 17.2 6.25 9.2 82.6

Preparation Error Video-LLaVA 7.7 12.3 9.5 84.2
TimeChat 7.1 50.1 12.4 52.2

Measurement Error Video-LLaVA 0.0 0.0 0.0 93.7
TimeChat 6.1 44.2 10.7 57.1

Technique Error Video-LLaVA 11.1 0.4 0.7 90.9
TimeChat 2.4 0.4 0.6 89.9

Missing Steps Video-LLaVA 5.1 3.9 4.4 91.7
TimeChat 2.2 0.4 12.4 94.3

Temperature Error Video-LLaVA 0.5 4.6 0.9 89.4
TimeChat 0.6 6.2 1.2 88.4

Timing Error Video-LLaVA 6.6 0.6 1.1 96.8
TimeChat 3.0 17.6 5.1 80.5
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Error Category Recognition. In Table 2, we presented evaluation results for the task Error163

Category Recognition (namely, classify whether a video includes an error of a specific category or164

not.) formulated as a binary classification problem. We used the standard binary classification metrics165

to report the evaluation results. Specifically, we employed the following methodology:166

– We construct an error category-specific question prompt for each step (refer Fig. 4).167

– Using error annotations, we constructed error-category-specific label for each step.168

– We processed the generated responses by VLM to obtain the predictions for recipe steps.169

– We evaluated the obtained prediction using the labels constructed above. (refer Table 2).170

Insights: (1) Video-LLaVa and TimeChat exhibit better performance on different categories of errors.171

Thus suggesting a VLM ensemble as a natural extension to estimate final predictions. (2) Error172

Category Recognition is a problem with heavy class imbalance, which can be inferred from the173

reported scores of accuracy and the F1 metrics in Tab. 2. (3) The low scores indicate the difficulty of174

the task, and we hope that these numbers will improve with more advanced closed-source VLMs.175
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Examples: We present category-specific templates and the corresponding examples.176

Error Category: Technique Error

VLM: Video-LLaVa
Template: ASSISTANT: To prepare recipe , the person {should, has, . . . } to {perform, execute,

doing, . . . } the step recipe step . Answer with a yes or no, {Did, Does, Has, . . . }

the person {carefully, precisely, . . . } {perform, execute, doing, . . . } the recipe step
{without spilling, dropping, . . . }?

VLM: TimeChat
Template: You are given a cooking video. Please watch the video and answer the following

question: To prepare recipe , the person {should, has, . . . } to {perform, execute,

doing, . . . } the step recipe step . {Did, Does, Has, . . . } the person {carefully,

precisely, . . . } {perform, execute, doing, . . . } the recipe step ? Return the answer
in the format of Yes or No.

177

Question Prompts178

Recipe: Cucumber Raita
Step: Add the chopped or grated cucumber to the whisked curd.

VLM: Video-LLaVa
Prompt: To prepare Cucumber Raita, the person has to add the chopped or grated cucumber

to the whisked curd. Answer with a yes or no, does the person carefully add
chopped or grated cucumber to the curd without spilling?

VLM: TimeChat
Prompt: You are given a cooking video. Please watch the video and answer the following

question: To prepare Cucumber Raita, the person has to add chopped or grated
cucumber to whisked curd. Does the person carefully add chopped or grated
cucumber to the curd? Return the answer in the format of Yes or No.

179

Recipe: Spiced Hot Chocolate
Step: Add 1/5 teaspoon cinnamon to the mug.

VLM: Video-LLaVa
Prompt: To prepare Spiced Hot Chocolate, the person should add 1/5 teaspoon of cinnamon

to the mug. Answer with a yes or no, did the person carefully add 1/5 teaspoon of
cinnamon to the mug without spilling?

VLM: TimeChat
Prompt: You are given a cooking video. Please watch the video and answer the following

question: To prepare Spiced Hot Chocolate, the person should add 1/5 teaspoon
of cinnamon to the mug. Does the person carefully add 1/5 teaspoon of cinnamon
to the mug without spilling? Return the answer in the format of Yes or No.

180
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Error Category: Preparation Error

VLM: Video-LLaVa
Template: ASSISTANT: {What, Which, . . . } {tool, ingredient, . . . } is used for recipe step to

make recipe ? {Select, Choose, . . . } one of the options: {option 1, option 2 . . . }.

VLM: TimeChat
Template: You are given a cooking video. Please watch the video and answer the following

question: {What, Which, . . . } {tool, ingredient, . . . } is used for recipe step to

make recipe ? {Select, Choose, . . . } one of the options: {option 1, option 2 . . . }.

181

Question Prompts182

Recipe: Cucumber Raita
Step: In a mixing bowl, whisk 1 cup of chilled curd until smooth. Use fresh homemade

or packaged curd.

VLM: Video-LLaVa
Prompt: What tool is used for making the chilled fresh homemade or packaged curd smooth

in a mixing bowl for making Cucumber Raita? Choose one of the options: (a)
whisker, (b) fork, (c) ladle, (d) knife.

VLM: TimeChat
Prompt: You are given a cooking video. Please watch the video and answer the following

question: What tool is used for making the chilled fresh homemade or packaged
curd smooth in a mixing bowl for making Cucumber Raita? Choose one of the
options: (a) whisker, (b) fork, (c) ladle, (d) knife.

183

Recipe: Spiced Hot Chocolate
Step: Microwave the contents of the mug for 1 minute.

VLM: Video-LLaVa
Prompt: Which tool is used to heat the contents of the mug to make Spiced Hot Chocolate?

Choose one of the options: (a) microwave, (b) saucepan, (c) toaster, (d) kettle.

VLM: TimeChat
Prompt: You are given a cooking video. Please watch the video and answer the following

question: Which tool is used to heat the contents of the mug to make Spiced Hot
Chocolate? Choose one of the options: (a) microwave, (b) saucepan, (c) toaster,
(d) kettle.

184
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Error Category: Order Error

VLM: Video-LLaVa
Template: ASSISTANT: {Did, Is, Does, . . . } the person {perform, execute, doing,

. . . } the step recipe step to {cook, make} recipe ? {Has, Have, . . . } the

previous recipe step(s) been {completed, performed, . . . } before recipe step ?

VLM: TimeChat
Template: You are given a cooking video. Please watch the video and answer the fol-

lowing question: {Did, Is, Does, . . . } the person {perform, execute, doing,
. . . } the step recipe step to {cook, make} recipe ? {Has, Have, . . . } the

previous recipe step(s) been {completed, performed, . . . } before recipe step ?
Return the answer in the format of Yes or No.

185

Question Prompts186

Recipe: Cucumber Raita
Step: Peel the cucumber.

VLM: Video-LLaVa
Prompt: Did the person peel the cucumber to make Cucumber Raita? Has 1 medium sized

cucumber been rinsed before peeling the cucumber?

VLM: TimeChat
Prompt: You are given a cooking video. Please watch the video and answer the following

question: Did the person peel the cucumber to make Cucumber Raita? Has 1
medium sized cucumber been rinsed before peeling the cucumber? Return the
answer in the format of Yes or No.

187

Recipe: Spiced Hot Chocolate
Step: Heat the contents of the mug for 1 minute and serve.

VLM: Video-LLaVa
Prompt: Does the person heat the contents of the mug for 1 minute and served to cook

Spiced Hot Chocolate? Have the contents of the mug been mixed before heating
for 1 minute and serving?

VLM: TimeChat
Prompt: You are given a cooking video. Please watch the video and answer the following

question: Does the person heat the contents of the mug for 1 minute and served
to cook Spiced Hot Chocolate? Have the contents of the mug been mixed before
heating for 1 minute and serving? Return the answer in the format of Yes or No.

188
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Error Category: Missing Steps

VLM: Video-LLaVa
Template: {Did, Is, Does, . . . } the person {perform, execute, doing, . . . } the step recipe step

from the recipe recipe ?

VLM: TimeChat
Template: You are given a cooking video. Please watch the video and answer the following

question: {Did, Is} the person {perform, doing} the step recipe step ? Return the
answer in the format of Yes or No.

189

Question Prompts190

Recipe: Cucumber Raita
Step: In a mixing bowl, whisk 1 cup of chilled curd until smooth. Use fresh homemade

or packaged curd

VLM: Video-LLaVa
Prompt: Did the person whisk 1 cup of chilled fresh homemade or packaged curd until

smooth while performing the Cucumber Raita recipe?

VLM: TimeChat
Prompt: You are given a cooking video. Please watch the video and answer the following

question: Did the person whisk 1 cup of chilled fresh homemade or packaged
curd until smooth? Return the answer in the format of Yes or No.

191

Recipe: Spiced Hot Chocolate
Step: Add 2 pieces of chocolate to the mug

VLM: Video-LLaVa
Prompt: Does the person add 2 pieces of chocolate to the mug while performing Spiced

Hot Chocolate recipe?

VLM: TimeChat
Prompt: You are given a cooking video. Please watch the video and answer the following

question: Does the person add 2 pieces of chocolate to the mug? Return the
answer in the format of Yes or No.

192
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Error Category: Measurement Error

VLM: Video-LLaVa
Template: ASSISTANT: To {complete, cook, . . . } the recipe recipe , the person should {pre-

pare, do, . . . } the step recipe step . {Does, Did, . . . } the person {measure, weigh}
the {ingredient} accurately?

VLM: TimeChat
Template: You are given a cooking video. Please watch the video and answer the following

question: To {complete, cook, . . . } the recipe recipe , the person should {prepare,

do, . . . } the step recipe step . {Does, Did, . . . } the person {measure, weigh} the
{ingredient} accurately? Return the answer in the format of Yes or No.

193

Question Prompts194

Recipe: Cucumber Raita
Step: Add 1/4 teaspoon of salt to the bowl.

VLM: Video-LLaVa
Prompt: To make the recipe Cucumber Raita, the person should add 1/4 teaspoon of salt to

the bowl. Does the person measure 1/4 teaspoon of salt accurately?

VLM: TimeChat
Prompt: You are given a cooking video. Please watch the video and answer the following

question: To make the recipe Cucumber Raita, the person should add 1/4 teaspoon
of salt to the bowl. Does the person measure 1/4 teaspoon of salt accurately?
Return the answer in the format of Yes or No.

195

Recipe: Spiced Hot Chocolate
Step: Add 1/5 teaspoon of cinnamon to the mug.

VLM: Video-LLaVa
Prompt: To cook the recipe Spiced Hot Chocolate, the person should add 1/5 teaspoon

of cinnamon to the mug. Does the person measure 1/5 teaspoon of cinnamon
correctly?

VLM: TimeChat
Prompt: You are given a cooking video. Please watch the video and answer the following

question: To cook the recipe Spiced Hot Chocolate, the person should add 1/5
teaspoon of cinnamon to the mug. Does the person measure 1/5 teaspoon of
cinnamon correctly? Return the answer in the format of Yes or No.

196
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Error Category: Temperature Error

VLM: Video-LLaVa
Template: ASSISTANT: {While, When . . . } the person is {performing, executing, . . . } the

step recipe step from the recipe recipe . Is any heating involved? if yes, then did
the person adhere to the {low, medium, high} {heating, power level} settings of
{microwave, stove}.

VLM: TimeChat
Template: You are given a cooking video. Please watch the video and answer the following

question: {While, When . . . } the person is {performing, executing, . . . } the step
recipe step from the recipe recipe . Is any heating involved? if yes, then did

the person adhere to the {low, medium, high} {heating, power level} settings of
{microwave, stove}. Return the answer in the format of Yes or No.

197

Question Prompts198

Recipe: Cucumber Raita
Step: Peel a cucumber

VLM: Video-LLaVa
Prompt: While the person is peeling a cucumber for making Cucumber Raita. Is any

heating involved? If yes, did the person adhere to the heating settings?

VLM: TimeChat
Prompt: You are given a cooking video. Please watch the video and answer the following

question: While the person is peeling a cucumber for making Cucumber Raita. Is
any heating involved? If yes, did the person adhere to the heating settings? Return
the answer in the format of Yes or No.

199

Recipe: Spiced Hot Chocolate
Step: Heat the contents of the mug for 1 minute and serve.

VLM: Video-LLaVa
Prompt: When the person has to heat the contents of the mug for 1 minute and serve for

cooking Spiced Hot Chocolate, is any heat required? If yes, did the person adhere
to the high heat setting of microwave?

VLM: TimeChat
Prompt: You are given a cooking video. Please watch the video and answer the following

question: When the person has to heat the contents of the mug for 1 minute and
serve for cooking Spiced Hot Chocolate, is any heat required? If yes, did the
person adhere to the high heat setting of microwave? Return the answer in the
format of Yes or No.

200
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Error Category: Timing Error

VLM: Video-LLaVa
Template: To {cook, make, . . . } recipe , the person {should, has . . . } to recipe step . {Should,

Does} the person recipe step {perform, make, . . . } for a {specific, certain} time?

VLM: TimeChat
Template: You are given a cooking video. Please watch the video and answer the following

question: To {cook, make, . . . } recipe , the person {should, has . . . } to recipe step .

{Should, Does} the person recipe step {perform, make, . . . } for a {specific, certain}
time? Return the answer in the format of Yes or No.

201

Question Prompts202

Recipe: Butter Corn Cup
Step: Microwave the corn for 2 minutes.

VLM: Video-LLaVa
Prompt: To make Butter Corn Cup, the person should microwave the corn for 2 minutes.

Did the person microwave the corn for 2 minutes?

VLM: TimeChat
Prompt: You are given a cooking video. Please watch the video and answer the following

question: To make Butter Corn Cup, the person should microwave the corn for 2
minutes. Did the person microwave the corn for 2 minutes? Return the answer in
the format of Yes or No.

203

Recipe: Spiced Hot Chocolate
Step: Heat the contents of the mug for 1 minute and serve.

VLM: Video-LLaVa
Prompt: To cook Spiced Hot Chocolate, the person should heat the contents of the mug for

1 minute and serve. Does the person heat the contents of the mug for 1 minute
before serving?

VLM: TimeChat
Prompt: You are given a cooking video. Please watch the video and answer the following

question: To cook Spiced Hot Chocolate, the person should heat the contents of
the mug for 1 minute and serve. Does the person heat the contents of the mug for
1 minute before serving? Return the answer in the format of Yes or No.

204
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B.2 Anomaly Detection205

We used anomaly detection methods to classify each frame in each video as either normal or abnormal,206

where the latter is defined as an instance that deviates from the expected behaviour (the frame where207

participants made errors). Specifically, we used two self-supervised anomaly detection methods208

from the literature, self-supervised masked convolutional transformer block (SSMCTB) [42] and209

self-supervised predictive convolutional attentive block (SSPCAB) [61], and trained them on top of210

ResNet-50 [25], where the latter serves as a neural, image-based feature extractor. Both models were211

trained using reconstruction loss [42]. We used normal recordings for training and both normal and212

error recordings for testing. We evaluated the benchmark models using the frame-level area under213

the curve (AUC) and Equal Error Rate (EER) scores. Table 3 shows the results. We observe that214

SSMCTB is slightly better than SSPCAB. The AUC scores displayed in this context demonstrate215

only marginal improvement over random chance. This emphasizes the difficulty of the task and216

underscores the necessity for specialized approaches to recognize errors in a self-supervised manner.217

Table 3: Anomaly Detection
Method AUC(%) EER (%)

SSMCTB [42] 50.65 49.65
SSPCAB [61] 50.25 49.74
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B.3 Supervised Error Recognition218

Task. We set up the error recognition task (namely, given a video segment, classify it either as error219

or normal) as a supervised binary classification problem. The presence of a variety of errors (that220

are both cascading and non-cascading in nature across the duration of the recording) makes solving221

this task particularly challenging. We use error annotations and mark a segment as normal if the222

corresponding step was performed correctly; else, we mark it as an error.223

Features. We obtained features from pre-trained video recognition models, namely (1) Slowfast,224

(2) X3D, (3) Omnivore, (4) 3D Resnet, and (5) Imagebind. Since the feature extractors require fixed-225

sized inputs (they are neural networks), we divided each video segment into contiguous 1-second226

sub-segments. The video segment may not always be perfectly divisible by 1 second as the last227

sub-segment might be shorter than 1 second. To make it uniform, we used zero padding; namely, we228

added zeros at the end of the sub-segment and extended its duration to 1 second to extract its features.229
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Figure 5: SupervisedER architectures of 3 baselines.

230

Models. We proposed three architectural variants as baselines for Supervised Error Recogni-231

tion(Fig. 5). During training, we assigned a segment’s (recipe step) class label to all its 1-second232

sub-segments (for which features are extracted). Thus yielding the proposed splits’ train, validation,233

and test subsets of data, which are used to learn our proposed variants of the baselines. During234

inference, we again divided each video segment into 1-second sub-segments and, after applying any235

necessary zero-padding, designated the class of the segment as the majority class of its sub-segments.236
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Variant-1: Below are the rough steps we followed to train our V1 supervised error recognition models.237

– Dataset: We used two proposed splits, namely, Step (S) and Recordings (R) for training.238

– Model: We trained our models using a Multi-Layer Perceptron (MLP) Head that includes239

one hidden layer. The size of this layer depends on the feature dimensions from the pre-240

trained video recognition models. The hidden layer is followed by a single sigmoid node.241

– Training: We trained these models on the training subset and fine-tuned the hyperparameters242

using the validation subsets of the proposed splits. We maintained a uniform minibatch size243

of 512 instances. We employed ReLU activation functions in the hidden layers and trained244

using the PyTorch [53] on a single NVIDIA A40 GPU. We employed the Adam optimizer245

[36] for training and a learning rate of 0.001. Due to the inherent class imbalance of the246

constructed dataset, we used standard Binary Cross Entropy Loss (BCE Loss) with a weight247

of 1.5 for the positive classes. We trained all our models for 50 epochs.248

– Evaluation: We selected the model that performed best on the validation set, evaluated it249

on the test set, and presented the evaluation results in the main paper.250

Variant-2: Below are the rough steps we followed to train our V2 supervised error recognition models.251

– Dataset: We used two proposed splits, namely, Step (S) and Recordings (R) for training.252

– Model: We leveraged the strengths of transformers that facilitate using variable length inputs253

and allow representing time via positional encodings to train baseline error recognition mod-254

els. Specifically, instead of generating predictions for 1-second sub-segments independently,255

we pass the sub-segment features through a transformer encoder to learn representations256

that are contextually aware of the entire video segment of the recipe step. Finally, we pass257

these representations of 1-second sub-segments through a Multi-Layer Perceptron (MLP)258

head that includes one hidden layer (whose size is determined by the feature dimensions of259

the pre-trained video recognition models) followed by a single sigmoid node.260

– Training: We trained these models on the training subset and fine-tuned the hyperparameters261

using the validation subsets of the proposed splits. We maintained a uniform minibatch size262

of 1 video segment corresponding to a step. We trained using the PyTorch [53] on a single263

NVIDIA A40 GPU. We employed the Adam optimizer [36] for training and a learning rate264

of 1e-5. To address the inherent class imbalance of the dataset, we used standard BCE Loss265

with a weight of 1.5 for the positive classes and trained all our models for 50 epochs.266

– Evaluation: We selected the model that performed best on the validation set, evaluated it267

on the test set, and presented the evaluation results in the main paper.268

Variant-3: Below are the rough steps we followed to train our V3 supervised error recognition models.269

– Dataset: We used two proposed splits, namely, Step (S) and Recordings (R) for training.270

– Model: We leveraged the strengths of transformers that facilitate using variable length271

inputs from multiple modalities of data and allow representing time via positional encodings272

to train baseline error recognition models. Specifically, instead of generating predictions for273

a single RGB modality data, we pass the sub-segment features corresponding to RGB, audio,274

text and depth modalities through a transformer encoder to learn unified representations275

that are contextually aware of the entire video segment of the recipe step. Finally, we pass276

these unified representations of multiple modalities that correspond to sub-segments of the277

data through an MLP head that includes one hidden layer (whose size is determined by the278

features of the pre-trained video recognition models) followed by a single sigmoid node.279

– Training: We trained these models on the training subset and fine-tuned the hyperparameters280

using the validation subsets of the proposed splits. We maintained a uniform minibatch size281

of 1 video segment corresponding to a step. We trained using the PyTorch [53] on a single282

NVIDIA A40 GPU. We employed the Adam optimizer [36] for training and a learning rate283
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of 5e-5. To address the inherent class imbalance of the dataset, we used standard BCE Loss284

with a weight of 1.5 for the positive classes and trained all our models for 50 epochs.285

– Evaluation: We selected the model that performed best on the validation set, evaluated it286

on the test set, and presented the evaluation results in the main paper.287

Table 4: SupervisedER evaluation results of baselines. Variant type (V#), Modality of features (M),
Video (V), Audio (A), Depth (D), and Text (T).

Split Backbone V# Modality Acc P R F1 AUC

S

Omnivore V1 V 71.09 66.07 14.86 24.26 75.7
V2 V 69.96 51.56 59.84 55.39 75.7

Slowfast V1 V 33.54 31.88 90.6 47.16 63.06
V2 V 68.09 47.69 24.9 32.72 67.18

X3D V1 V 68.34 48 19.28 27.51 60.19
V2 V 67.83 42.86 9.64 15.74 61.5

3DResnet V1 V 63.45 42.9 52.21 47.1 66.16
V2 V 61.58 41.47 56.63 47.88 64.5

ImageBind V3

V 62.78 38.46 32.13 35.01 57.03
A 43.86 32.26 72.69 44.69 52.23
V, A 63.28 40.76 38.96 39.84 53.87
V, A, T 68.79 42.76 41.96 42.36 61.1
V, A, D, T 69.4 50.75 48.96 49.84 70.41

R

Omnivore V1 V 59.76 45.31 58.09 50.91 63.03
V2 V 62.3 46.55 33.61 39.04 62.27

Slowfast V1 V 60.06 40.82 24.9 30.93 56.89
V2 V 57.82 41.67 43.57 42.6 59.83

X3D V1 V 54.69 39.6 49.79 44.12 54.66
V2 V 54.25 40.78 60.58 48.75 56.58

3DResnet V1 V 41.88 37.65 94.19 53.79 62.42
V2 V 57.82 43.56 58.92 50.09 59.22

ImageBind V3

V 37.56 36.14 96.27 52.55 54.1
A 39.05 35.67 89.72 50.54 54.8
V, A 54.25 40.98 62.24 49.42 55.25
V, A, T 64.08 44.15 58.01 50.13 58.35
V, A, D, T 63.87 49.57 64.4 56.02 65.25
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B.4 Supervised Early Error Recognition288
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Figure 6: Supervised Early Error Recognition architectures of baselines.
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Task. We set up the early error recognition task (namely, given only the first half of the video290

segment corresponding to a step, classify it either as error or normal) as a supervised binary classifi-291

cation problem. Since the model only processes the first half of the video segment, which mainly292

showcases the pre-conditions for an action, error recognition in this context involves anticipating293

potential errors that may arise from deviations in the pre-conditions of the action. Thus, early error294

recognition is an extremely hard setting and the presence of a variety of errors (that are both cascading295

and non-cascading in nature across the duration of the recording) makes it more challenging.296

Features. We obtained features from pre-trained video recognition models, namely (1) Slowfast,297

(2) X3D, (3) Omnivore, (4) 3D Resnet. Since the feature extractors require fixed-sized inputs (they298

are neural networks), we divided each video segment into contiguous 1-second sub-segments. The299

video segment may not always be perfectly divisible by 1 second as the last sub-segment might be300

shorter than 1 second. To make it uniform, we used zero padding; namely, we added zeros at the end301

of the sub-segment and extended its duration to 1 second to extract its features.302

Models. We proposed two architectural variants as baselines for Supervised Early Error Recog-303

nition(Fig. 6). During training, we assigned a segment’s (recipe step) class label to all its observed304

1-second sub-segments (first half of the video segments). Thus yielding the proposed splits’ train,305

validation, and test subsets of data, which are used to train our baselines. During inference, we again306

divided each partially observed video segment into 1-second sub-segments and assigned the class307

label of the partially observed video segment as the majority class of observed sub-segments.308

Variant-1: Rough steps we followed to train our V1 supervised early error recognition models.309

– Dataset: We used two proposed splits, namely, Step (S) and Recordings (R) for training.310

– Model: We trained our models using a Multi-Layer Perceptron (MLP) Head that includes311

one hidden layer. The size of this layer depends on the feature dimensions from the pre-312

trained video recognition models. The hidden layer is followed by a single sigmoid node.313

– Training: We trained these models on the training subset and fine-tuned the hyperparameters314

using the validation subsets of the proposed splits. We maintained a uniform minibatch size315

of 512 instances. We employed ReLU activation functions in the hidden layers and trained316

using the PyTorch [53] on a single NVIDIA A40 GPU. We employed the Adam optimizer317

[36] for training and a learning rate of 1e-4. Due to the inherent class imbalance of the318
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constructed dataset, we used standard Binary Cross Entropy Loss (BCE Loss) with a weight319

of 1.5 for the positive classes. We trained all our models for 50 epochs.320

– Evaluation: We selected the model that performed best on the validation set, evaluated it321

on the test set, and presented the evaluation results in Table 5.322

Variant-2: Rough steps we followed to train our V2 supervised error recognition models.323

– Dataset: We used two proposed splits, namely, Step (S) and Recordings (R) for training.324

– Model: Instead of generating predictions for 1-second sub-segments independently, we pass325

the sub-segment features through a transformer encoder to learn representations that are326

contextually aware of the entire video segment of the recipe step. Finally, we pass these327

representations of 1-second sub-segments through a Multi-Layer Perceptron (MLP) head328

that includes one hidden layer (whose size is determined by the feature dimensions of the329

pre-trained video recognition models) followed by a single sigmoid node.330

– Training: We trained these models on the training subset and fine-tuned the hyperparameters331

using the validation subsets of the proposed splits. We maintained a uniform minibatch size332

of 1 video segment corresponding to a step. We trained using the PyTorch [53] on a single333

NVIDIA A40 GPU. We employed the Adam optimizer [36] for training and a learning rate334

of 1e-5. To address the inherent class imbalance of the dataset, we used standard BCE Loss335

with a weight of 1.5 for the positive classes and trained all our models for 50 epochs.336

– Evaluation: We selected the model that performed best on the validation set, evaluated it337

on the test set, and presented the evaluation results in Table 5.338

Table 5: SupervisedEER evaluation results of baselines. Variant type (V#), Modality of features
(M), Video (V), Audio (A), Depth (D), and Text (T).

Split Backbone V# Modality Acc P R F1 AUC

S

Omnivore V1 V 69.59 75 3.61 6.9 72.9
V2 V 69.21 50 1.2 2.34 73.48

Slowfast V1 V 67.96 47.15 23.29 31.18 67.23
V2 V 69.09 50 1.6 3.1 62.72

X3D V1 V 65.96 41.73 23.29 29.9 59.27
V2 V 68.71 45.45 2.01 3.85 56.5

3DResnet V1 V 68.46 47.89 13.65 21.25 63.79
V2 V 68.84 50 0.4 0.8 60.76

R

Omnivore V1 V 64.08 50 2.07 3.98 64.73
V2 V 64.08 50 0.41 0.82 65.43

Slowfast V1 V 63.79 33.33 0.83 1.62 53.11
V2 V 63.93 42.86 1.24 2.42 53.38

X3D V1 V 63.34 46.27 12.86 20.13 55.24
V2 V 63.64 28.57 0.83 1.61 56.84

3DResnet V1 V 63.19 43.75 8.71 14.53 53.47
V2 V 63.04 37.04 4.15 7.46 54.73

Remark: We observed that there is a significant drop in performance metrics of all our models339

compared to the Supervised Error Recognition task. We also note that our V2 models exhibited lower340

performance than our V1 models. We attribute this drop to the extremely noisy signal (due to the341

observation of only the pre-conditions of actions) used to recognize errors in the recordings.342
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B.5 Multi-Step Localization343

Multi-Step localization (MSL) entails both recognizing and localization of steps within a procedural344

activity. For this task, we leverage features extracted from pre-trained video recognition models and345

train an ActionFormer head to manage the processes of step recognition and localization. In the main346

text, we detailed the experimental evaluations of MSL and Robust MSL. Additionally, we trained347

models using features extracted with Omnivore as the backbone for video segments of 1-second,348

3-second, and 4-second lengths, and we present the results in Table 6. We observed a performance349

enhancement in the model as the length of the video segments used for feature extraction increased.350

Table 6: MSL using Omnivore features corresponding to video segments of varying lengths

B D It = 0.1 It = 0.3 It = 0.5

mAP R@1 R@5 mAP R@1 R@5 mAP R@1 R@5

O1s

E 67.51 64.45 62.31 85.32 82.82 78.11 38.32 36.54 33.41
P 75.96 73.35 70.34 92.14 90.51 88.24 45.82 44.12 41.16
R 73.71 71.45 68.14 92.08 89.82 86.38 42.76 40.52 37.19

O3s

E 72.99 70.05 66.57 86.03 83.68 81.02 43.47 41.83 38.87
P 78.63 76.96 74.61 93.27 91.23 89.18 50.25 48.54 44.85
R 76.82 74.90 71.94 91.33 89.61 88.11 49.23 47.84 44.76

O4s

E 71.85 69.79 64.93 88.12 86.33 83.15 43.13 41.54 38.95
P 79.33 77.39 74.24 93.46 91.67 89.95 50.69 49.49 46.19
R 78.61 76.59 73.81 93.04 90.99 88.80 50.24 48.62 45.64

Table 7: MSL evaluation results.
B D It = 0.1 It = 0.3 It = 0.5

mAP R@1 R@5 mAP R@1 R@5 mAP R@1 R@5

3D Resnet
E 25.98 54.82 77.59 23.75 48.38 72.19 19.59 38.44 61.87
P 29.29 63.07 88.96 27.71 56.60 84.75 23.21 46.79 76.86
R 29.39 61.14 85.41 27.89 55.82 82.17 23.97 46.54 73.29

Slowfast
E 27.68 55.73 77.45 25.51 48.98 70.90 21.09 37.82 60.58
P 32.77 63.22 90.43 31.21 58.82 86.82 27.25 50.70 79.49
R 32.90 63.97 89.29 31.47 59.26 85.32 27.89 51.62 77.27

VideoMAE
E 28.12 51.76 73.00 26.38 46.16 67.87 21.35 37.12 57.81
P 38.86 64.86 84.05 37.41 60.32 80.63 32.24 51.46 71.88
R 37.44 63.08 80.90 35.11 57.30 77.38 30.76 49.19 69.43

Omnivore
E 40.40 67.51 87.69 38.32 62.31 82.82 33.41 53.01 72.85
P 48.16 75.96 93.41 45.82 70.34 90.51 41.16 62.00 84.73
R 44.81 73.71 93.34 42.76 68.14 89.82 37.19 56.93 81.86

Table 8: RobustMSL evaluation results.
B D T It = 0.1 It = 0.3 It = 0.5

mAP R@1 R@5 mAP R@1 R@5 mAP R@1 R@5

VideoMAE

E Tn 24.44 38.22 52.48 22.97 34.77 49.51 18.67 28.57 42.68
Te 7.53 13.54 20.52 6.93 11.4 18.36 5.63 8.55 15.13

P Tn 26.78 37.43 46.28 25.68 34.79 44.6 22.02 29.43 39.81
Te 16.98 27.43 37.76 16.46 25.53 36.03 14.64 22.03 32.07

R Tn 26.27 37.15 46.93 24.71 34.06 45.03 21.51 29.36 40.44
Te 15.43 25.94 33.97 14.44 23.23 32.35 12.96 19.83 28.99

Omnivore

E Tn 34.65 47.91 60.63 33.06 44.77 58.36 28.59 38.38 51.9
Te 12.51 19.6 27.06 11.66 17.54 24.45 9.94 14.63 20.96

P Tn 32.5 44.45 52.47 31.13 41.53 50.91 28.39 37.03 47.97
Te 21.28 31.51 40.93 20.12 28.81 39.6 18.08 24.96 36.77

R Tn 30.22 42.43 52.11 28.94 39.47 50.49 25.15 32.65 46.51
Te 19.54 31.28 41.24 18.4 28.66 39.33 16.27 24.28 35.35

Extended Analysis. In Tables 7 and 8, we note that when data is split by environments, with the test351

set comprising new environments, the models, in general, struggle to recognize the steps performed352

in the videos. As we increase thresholded Intersection Over Union (It), we observe a drop in the353

performance of the models, thus signifying the low confidence in the prediction of the current steps.354
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B.6 Procedure Learning355

Given long, untrimmed videos of procedural activities where the sequences of steps can be performed356

in multiple orders, self-supervised procedure learning entails the identification of relevant frames357

across videos of activity and the estimation of sequential steps required to complete the activity.358

Thus, the task entails the identification of key steps and their sequence to complete an activity.359

To benchmark procedure learning, we used normal recordings from our dataset and assessed the360

performance of recently proposed methods [4, 15]. In the main text, we presented results when361

evaluated on only 5 recipes. Here, in Table 9, we present the evaluation results on all 24 recipes.362

The results in Table 9 showcase the performance of models trained using methods M1 [15] and363

M2 [4]. Where M1 employs Cycleback Regression Loss (C) and M1 employs a combination of364

both Cycleback Regression Loss (C) and Contrastive - Inverse Difference Moment Loss (C ). It is365

important to note that we only train embedder networks using these loss functions and maintain the366

Pro-Cut Module (PCM) for assigning frames to key steps. In Table 9, P represents precision, R367

represents recall, and I represents IOU.368

Table 9: Self-Supervised Procedure Learning evaluation results on the selected 24 recipes.

Recipe Random M1 M2

P R I P R I P R I
BlenderBananaPancakes 7.40 3.83 2.26 12.65 9.50 5.16 15.54 9.96 5.72
BreakfastBurritos 9.66 4.04 2.59 18.72 11.46 6.77 16.58 10.77 5.87
BroccoliStirFry 4.21 3.81 1.73 9.92 9.11 3.93 8.20 8.10 3.85
ButterCornCup 8.37 3.91 2.16 13.82 11.85 5.79 15.07 12.30 5.82
CapreseBruschetta 9.34 3.96 2.52 25.55 12.89 7.52 20.53 9.09 5.59
CheesePimiento 9.10 3.87 2.41 19.74 10.48 6.44 17.49 10.32 6.26
Coffee 6.54 3.87 2.17 13.68 9.91 5.49 15.76 10.25 5.63
CucumberRaita 8.90 3.64 2.44 13.58 7.92 5.14 16.15 9.97 6.09
DressedUpMeatballs 7.28 3.80 2.26 15.20 10.80 6.05 17.59 10.27 5.81
HerbOmeletWithFriedTomatoes 6.82 4.05 1.98 14.66 14.98 5.50 14.64 11.34 6.29
MicrowaveEggSandwich 8.81 3.98 2.61 16.25 10.44 6.16 19.16 11.29 6.99
MicrowaveFrenchToast 9.03 3.74 2.49 16.82 7.90 5.07 17.31 8.82 5.66
MicrowaveMugPizza 7.53 3.90 2.38 12.82 9.78 5.27 12.69 9.18 5.18
MugCake 5.45 4.00 2.12 16.12 12.95 6.87 10.32 8.85 4.40
PanFriedTofu 5.35 3.97 1.54 8.86 10.39 3.75 9.34 12.44 3.87
Pinwheels 6.54 4.28 2.13 13.58 11.96 5.92 16.08 13.06 7.05
Ramen 6.85 4.12 1.87 11.09 9.97 4.48 12.90 10.92 5.07
SautedMushrooms 6.08 3.81 2.02 15.06 12.22 6.16 19.54 13.83 7.42
ScrambledEggs 4.74 3.95 1.89 11.11 11.08 5.27 11.70 10.96 5.27
SpicedHotChocolate 14.08 3.82 3.09 29.82 10.58 8.49 29.79 11.04 8.74
SpicyTunaAvocadoWraps 6.25 3.90 2.21 15.62 10.52 5.67 12.47 9.61 5.25
TomatoChutney 5.45 3.89 1.85 12.25 10.68 5.42 12.25 10.68 5.42
TomatoMozzarellaSalad 10.88 3.91 2.38 19.77 10.21 6.01 19.20 10.48 5.96
Zoodles 7.91 4.08 2.22 18.32 12.80 6.37 18.32 12.80 6.37

Average 7.61 3.92 2.22 15.62 10.85 5.78 15.78 10.68 5.82
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C Data369

C.1 Data Collection Planning370

Our objective is to capture data that aids in detecting, segmenting, and analyzing errors that occur371

during the execution of long procedural tasks. To accomplish this, we need to address the following:372

1. What to record: Specifically, select the domain and tasks (such as recipes).373

2. How to record: Choice of appropriate sensors and development of data capturing system.374

3. Whom to record: This entails participant selection and training.375

C.1.1 What to record?376

Current procedural activity datasets encompass recorded and curated ones from crowd-sourced online377

platforms. Amongst the recorded datasets, Breakfast [37], 50Salads [72], CMU-MMAC [13], and378

GTEA [20] capture people performing cooking activities, and Assembly-101 [18], EPIC-TENTS379

[31] and MECCANO [58] capture people performing activities related to assembly of toys, tents and380

lego blocks, respectively. Curated datasets like COIN [74], CrossTask [86], and HowTo100M [46]381

encompass a wide variety of activities from different domains. We introduced a new perspective on382

understanding procedural activities from the lens of errors made while performing procedural tasks.383

We embark on an investigation into this new idea by choosing cooking as the domain of interest. This384

careful choice stems from the fact that cooking activities often encompass complex procedures and385

provide an opportunity to capture a plethora of potential, predominantly benign errors.386

Table 10: Selected recipes categorized based on the type of required heating instrument.

Heating Instrument Recipe Heating Instrument Recipe
Kettle Coffee Nothing Pinwheels
Microwave Breakfast Burritos Spicy Tuna Avocado Wraps

Butter Corn Cup Tomato Mozzarella Salad
Cheese Pimiento Pan Blender Banana Pancakes
Dressed Up Meatballs Broccoli Stir Fry
Microwave Egg Sandwich Caprese Bruschetta
Microwave French Toast Herb Omelet with Fried Tomatoes
Microwave Mug Pizza Pan Fried Tofu
Mug Cake Sauteed Mushrooms
Ramen Scrambled Eggs
Spiced Hot Chocolate Tomato Chutney

Nothing Cucumber Raita Zoodles

Recipes & Task Graphs We have carefully selected 24 diverse recipes from WikiHow (Table 10)387

that represent various cuisines and require different culinary tools during preparation. Each recipe in388

our selected set can be subdivided into several atomic steps, where each step involves performing389

a specific sub-task in the recipe. In general, most recipes available on the web list these sub-tasks390

in a specific order. However, common sense tells us that each recipe can often be described by a391

partial order over the sub-tasks rather than a total order. More formally, we use a task graph to392

represent the partial order over the steps. Each node in the task graph corresponds to a step, and a393

directed edge between node i and node j denotes that step i must be done before step j (namely i is394

a pre-condition of j). For our selected recipes, the corresponding task graphs are directed acyclic395

graphs, and therefore a topological sort over them is a valid execution of the recipe. Our task graphs396

also include two dummy nodes, “START” and “END”, which denote the start and end of recipes,397

respectively and ensure that our task graphs always have one start node and one terminal node.398

To simplify the complexity of a recipe, we have adopted a technique that uses a flow graph structure399

[79] to represent the dependencies between steps (think of it like a flowchart but designed for recipes).400

This approach helps us establish a precise connection between actions and their consequences. Using401

an action-centric graph, we emphasize the steps involved in the procedure and illustrate the sequence402

of operations in an easy-to-understand manner. Each action influences the subsequent ones, effectively403

demonstrating the interdependencies between tasks. Figure 8 presents an example of a task graph.404
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TASK 
GRAPH

Add 1 banana, 1 egg, 1 heaped tbsp flour and 1/2 tsp 
baking powder to a blender and blitz for 20 seconds. Melt 

a small knob of butter in a non-stick frying pan over 
low-medium heat. Pour three little puddles straight from 

the blender into the frying pan. Cook for 1 min or until the 
tops start to bubble. Flip with a fork or a fish slice and 

cook for 20-30 seconds more. Transfer to a plate. Chop 1 
strawberry. Serve the pancakes with chopped 

strawberries and a splash of maple syrup if you like.

SELECT
RECIPE

- Add - Add 1 banana to a blender, 
- Add - Add 1 egg to the blender, 
- Add - Add 1 heaped tbsp flour to the blender 
- Add - Add 1/2 tsp baking powder to the blender 
- Blitz - Blitz blender for 20 seconds. 
- Melt - Melt a small knob of butter in a non-stick frying 

pan over low-medium heat. 
- Pour - Pour three little puddles straight from the 

blender into the frying pan. 
- Cook - Cook for 1 min or until the tops start to bubble. 
- Flip - Flip with a fork or a fish slice 
- Cook - Cook for 20-30 seconds more. 
- Transfer - Transfer to a plate. 
- Chop - Chop 1 strawberry. 
- Serve - Serve the pancakes with chopped strawberries 
- Splash - Splash of maple syrup if you like.

DEVELOP
STEPS

Add 1 banana, 1 egg, 1 heaped tbsp flour and 1/2 tsp 
baking powder to a blender and blitz for 20 seconds. Melt 

a small knob of butter in a non-stick frying pan over 
low-medium heat. Pour three little puddles straight from 

the blender into the frying pan. Cook for 1 min or until the 
tops start to bubble. Flip with a fork or a fish slice and 

cook for 20-30 seconds more. Transfer to a plate. Chop 
1 strawberry. Serve the pancakes with chopped 

strawberries and a splash of maple syrup if you like.

IDENTIFY
ACTIONS

Figure 7: TaskGraphGeneration. This figure demonstrates the four-step process used to create an
action-centric graph for a recipe, using an example. Given the recipe text as shown in select recipe,
we identify and mark all the actions necessary for the execution of the recipe as shown in identify
actions. Once these actions are identified, we develop them into steps (as shown in develop steps)
ensuring each step encompasses only one of the previously identified actions. These steps are used to
construct an action-centric graph for the recipe resulting in a structure as depicted in Figure 8

We illustrate the process we used to convert a recipe to a task graph using the recipe Blender Banana405

Pancakes (see figures 7 and 8 for a visual guide). Given the recipe description, we first identify all406

the actions necessary to complete the recipe and develop steps based on the identified actions, where407

each step contains only one among the identified actions, as shown in figure 7. After we develop408

steps, we use a relationship annotation tool3 to represent the implicit order constraints amongst the409

developed steps. The creation of action-centric graphs serves multiple purposes. These graphs can be410

utilized to prepare recipe scripts with various orders while still strictly adhering to the constraints411

present in the graph. Moreover, given a recording, the graph can be used to verify if the individual412

followed the correct sequence of actions based on the inherent graph structure.ipe Blender Banana413

Pancakes, the developed steps from 7, when represented as an action-centric graph, result in figure 8.414

In the future, we envision using our dataset to construct more fine-grained task graphs where415

the meaning of the steps is taken into account and how the step changes the environment (post-416

condition for a step). In literature, different methods have been proposed to illustrate procedural417

activities using task graphs and their variations, such as FlowGraphs [79], Recipe Programs [52],418

ConjugateTaskGraphs [24], and ActionDynamicTaskGraphs [45] and our dataset can be used to learn419

these task graphs in an unsupervised manner (or one can use the semantics of these various task420

graphs to label the videos and solve the problem in a supervised manner).421

3https://www.lighttag.io/
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START

Chop-Chop 1 
Strawberry

Add-Add 1 heaped tbsp 
flour to a blender

Add-Add 1 egg to a 
blender

Add-Add 1 banana to 
a blender

Add-Add 1/2 tsp baking 
powder to a blender

Blitz-Blitz the blender 
for 20 seconds

Melt-Melt a small knob of butter in a 
non-stick frying pan over low-medium heat

Pour-Pour three little puddles straight 
from the blender into the frying pan

Cook-Cook for 1min or until the tops 
start to bubble

Flip-Flip the pancakes with a fork or a 
fish slice spatula

Cook-Cook for 20-30 seconds more

Transfer-Transfer to a plate

Serve-Serve the pancakes with chopped strawberries

Splash-Splash maple syrup on plate END

Figure 8: This graph displays the implicit dependency structure of the recipe Blender Banana
Pancakes where the content of each node can be interpreted as {{action}-{step}} where {action}
presents the description of the necessary action to be performed, and {step} presents the description
as presented in the recipe text that encompasses the action, ingredients and their quantity required for
the execution of the action, necessary tools used in the execution of the action, constraints on the
duration of the action, how it is performed, why it is performed and other necessary settings of the
environment. e.g., {Add} - {Add one banana to a blender}; here add is the necessary action and the
step: Add one banana to a blender describes the action (adding), ingredient (banana), quantity (1)

C.1.2 How to record?422

Sensors. Recognizing the limitations of the Hololens2 augmented reality device in capturing data,423

despite its advanced technology, we decided to employ a dual-device strategy 4. While the Hololens2424

offers a wealth of data from various sensors, we faced two main challenges. First, the limited425

field of view of the RGB camera inhibits comprehensive data capture. Second, utilizing all the426

secondary sensors of the Hololens2 requires operating in research mode, which, unfortunately, leads427

to a significant frame rate reduction for other sensory data, such as depth and monochrome cameras,428

when we increase the quality of the captured RGB frames.429

To address these issues, we integrated a GoPro into our data-capturing system. Positioned above the430

Hololens2 on a head mount worn by the participant, the GoPro records 4K videos at 30 frames per431

second, offering a wider field of view compared to that of the Hololens2’s RGB frames. This setup432

provides us with a more detailed perspective on the participant’s activities. We use the Hololens2433

in research mode to obtain a diverse range of data, including depth streams and spatial information434

such as head and hand movements. Additionally, we collect data from three Inertial Measurement435

Unit (IMU) sensors: an accelerometer, a gyroscope, and a magnetometer. This combined approach436

enables us to capture complete, high-quality activity data.437

4Although we use a dual-device strategy to record activities, it’s important to note that these devices
aren’t synchronized prior to the start of the recording process. Instead, captured footage from both devices is
programmatically synchronized during post-processing using the associated timestamps
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Data Capturing System. We have designed a versatile and expandable system for recording438

procedural activities, which can be readily adapted to meet various needs. This system has two439

distinct use cases: (1) as a standalone user application specifically designed for procedural activities440

and (2) as a comprehensive, plug-and-play system that functions beyond being just a user application.441

In its first mode, the application serves a dual role: primarily as a display interface 5 for the procedure442

of the activity and secondarily as a tool for noting and updating any errors made during the execution443

of the activity. In its second mode, the system is equipped to capture data streams from various444

sensors and allows for easy connection and configuration. This dual functionality enhances the445

system’s adaptability, making it an efficient tool for a wide range of procedural activities.446

(1) User Application. Using several illustrative snippets, we will briefly explain how our system447

can be used as a user interface to capture complex procedural activities, including errors. This process448

within our system is divided into four stages to facilitate data collection from participants:449

Stage-1. First stage (Figure 9) presents the participant with a list of activities to the left. Upon450

selection, corresponding steps for the selected activity are then displayed on the right side of the page.451

Figure 9: Stage-1. The participant selects the activity they wish to perform from the options presented
on the left. Once a selection is made, the necessary steps for the chosen recipe will be displayed.

We provide two methods for presenting the steps of an activity, based on the input received when452

information about the activities is uploaded to the database:453

– Recipe Text: If the activity’s input is in plain text format, we display the text as provided.454

– Task Graph: If the input is an action-centric task graph, we present a valid sequence of455

steps that conforms to the constraints defined by the graph.456

Stage-2. Activity Preparation Stage. Although optional for a normal recording, its primary function457

is to prepare a script to execute during an error recording. One of our approaches to capturing error458

recordings involves providing participants with an interface to contemplate the errors they intend to459

make and modify the description of the steps for a particular activity recording session. As illustrated460

in Figure 10, participants can update each step based on different types of errors categorized as461

described above. When the participant records, they will see the updated step description as part462

of the sequence of steps. Moreover, GPT-4 has provided suggestions on potential errors that may463

occur during the activity, now available as static hint options for this recipe. However, we have464

observed that these generic errors provided by GPT-4 are not particularly helpful, as participants465

only considered them for script preparation in 20% of cases.466

5Please view the tablet that displays the interface, as shown in video snippets posted on our website
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Figure 10: Stage-2. Interface enables participants to update step descriptions and prepare error
scripts.

Stage-3. We present the participants with the sequence of steps (topological order of the task graph)467

for the selected activity that they will perform as illustrated in Figure 11.468

Figure 11: Stage-3. Displays the necessary steps to complete an activity.

Stage-4. After the data is captured either using our system or from a standalone recording system,469

we provide an interface to participants to review the recording they performed and correspondingly470

update any unplanned errors they make while performing the activity. In one of our strategies for471

capturing error recordings, we asked participants to induce errors impromptu while performing the472

activity. Here participants are given a series of steps corresponding to the task graph’s topological473

order. Subsequently, participants updated information about errors they made while performing the474

recipe. Figure 12 presents a snippet where the participant updates one of the errors made while475

performing the recipe Caprese Bruschetta476
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Figure 12: Stage-4. Similar to Stage 2, the interface allows participants to update the errors induced.

(2) Data Capturing Application. The standalone application discussed earlier can be converted477

into a data-capturing application by integrating several plug-and-play modules. We constructed both478

user and data capturing applications using the software components illustrated in Figure 13.479

REACT JS

FRONTEND

PYTHON

BACKEND

FIREBASE

DATABASE

REDIS

MESSAGE 
QUEUE

Figure 13: Software Components used to build the proposed system

480
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HOLOLENS
SERVICE

STORAGE 
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CAPTAINCOOK
APPLICATION

HOLOLENS2
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MESSAGE 
QUEUE
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NAS

DATABASE

1

2

1

1

1

1, 2

1, 2
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Figure 14: Architecture for data capturing system

481

In developing our data-capturing application, we have utilized data streams from various devices,482

specifically Hololens2 and a GoPro. The Hololens2 is particularly suited for our needs when set in483
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research mode. It offers a wealth of data from an array of sensors, including a depth sensor, three484

Inertial Measurement Unit (IMU) sensors - an accelerometer, a gyroscope, and a magnetometer - and485

spatial information that contains head and hand tracking data. For the Hololens2, we created a custom486

Unity streamer application, taking inspiration from [14]. This application acts as a server, while487

our Python backend application assumes the role of a client. When we initiate a recording session,488

we establish one TCP socket connection for each sensor to capture data. As the sensor-specific489

data stream is received, it is immediately pushed onto the sensor-specific Redis message queue 6490

Another dedicated Python backend service polls data from these message queues, processes it and491

subsequently stores it on a locally configured Network Attached Storage (NAS) server. When starting492

a recording session with GoPro, we utilize the OpenGoPro library to communicate and capture data493

at the established 4K resolution and 30 FPS. The recorded video is then downloaded from the GoPro494

through WiFi and saved onto the local NAS server. This architecture, as illustrated in Figure 14,495

enables us to capture, process, and securely store vast amounts of data in real-time.496

C.1.3 Whom to record497

Participant Statistics. The statistics concerning the participants who engaged in cooking activities498

are presented in Figure 15. It is important to highlight that participation in the recording process was499

entirely voluntary, and participants received no compensation.500

Female - 25%

Male - 75%

Left - 25%

Right - 75%

Novice - 25%

Intermediate- 37.5%

Skilled - 37.5%

(a) Male-Female Ratio (b) Dominant Hand  Ratio (c) Cooking Expertise

Figure 15: Participant Statistics. Displays information about the participants.

Participant Training. To guarantee precise data collection on cooking errors, it is essential that501

participants have fundamental culinary skills and thorough knowledge of the recipes they will be502

preparing. To assist participants, we provided them with a comprehensive list of instructional videos503

on basic culinary skills and techniques specific to different recipes.504

Sources of bias. We recognize the inherent biases of this dataset, notably the smaller number of505

participants compared to traditional, large-scale datasets used for action or activity understanding. It506

is important to note that each participant was required to perform and record the same recipe four507

times. With each iteration, the recording script was altered, ensuring that each recording remained508

distinct. Additionally, while many errors were intentionally induced by following a script, participants509

also made numerous unintentional errors, which they later annotated.510

6https://redis.com/
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C.2 Data Collection511

After determining what, where, and whom to record, we began collecting data from participants512

engaged in cooking activities. Over a period of 32 days, we conducted recordings in 10 different513

kitchen settings across the United States. Participants were able to schedule their availability for these514

activities in various kitchen environments. We provide statistics for each selected recipe, detailing the515

number of normal and error recordings and their respective durations in Table 11 and Figure 16.516

Table 11: Statistics. Nn–Count of normal recordings taken for the recipe, Dn–Total duration of these normal
recordings, Ne–Count of error recordings taken for the recipe, De–Total duration of these error recordings.

Recipe Steps Nn Dn (hrs) Ne De (hrs)

Pinwheels 19 4 0.72 8 1.2
Tomato Mozzarella Salad 9 11 1.31 7 0.64
Butter Corn Cup 12 6 1.62 8 1.49
Tomato Chutney 19 7 3.34 8 2.01
Scrambled Eggs 23 6 2.69 10 3.13
Cucumber Raita 11 12 2.9 8 1.36
Zoodles 13 5 1.35 10 2.19
Microwave Egg Sandwich 12 6 1.05 12 1.67
Sauted Mushrooms 18 6 2.73 8 2.21
Blender Banana Pancakes 14 7 1.78 12 2.57
Herb Omelet with Fried Tomatoes 15 6 1.73 11 2.14
Broccoli Stir Fry 25 11 5.74 5 1.68
Pan Fried Tofu 19 8 3.38 7 2.31
Mug Cake 20 7 2.44 10 2.32
Cheese Pimiento 11 6 1.47 9 1.72
Spicy Tuna Avocado Wraps 17 7 2.0 11 2.66
Caprese Bruschetta 11 6 1.92 12 2.73
Dressed Up Meatballs 16 6 2.0 10 3.09
Microwave Mug Pizza 14 7 1.47 6 1.14
Ramen 15 10 2.40 7 1.45
Coffee 16 8 1.97 7 1.58
Breakfast Burritos 11 6 1.22 10 1.52
Spiced Hot Chocolate 7 6 0.82 10 1.01
Microwave French Toast 11 9 1.94 5 0.66

Total 384 173 50.05 211 44.41
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Figure 16: Statistics. Count and duration (in hours) statistics of normal and error recordings.

518

Inspection & Acclimatisation. Before initiating the recording process in each environment, partic-519

ipants followed a series of preparatory steps. Initially, they were instructed to remove any identifiable520

information from body parts visible during the recording. Additionally, they were checked to ensure521

they were not carrying personal identification devices, such as smartwatches containing personal522

data. As participants were operating in unfamiliar kitchen settings, they received a comprehensive523

orientation on the locations of all essential ingredients needed to complete the recipe.524
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Normal Recordings. Participants were provided with a tablet to access the user application de-525

scribed earlier. Initially, they were instructed to perform normal activities. Upon choosing a normal526

activity, each participant was presented with a sequence of steps that followed the topological order527

of the action-centric task graph constructed for that activity. Participants were expected to adhere528

strictly to the sequence displayed on the tablet and avoid any deviations that could lead to errors.529

However, participants committed numerous unintentional errors during their first execution of any530

given recipe and later annotated the errors induced accordingly.531

Error Recordings. We developed three strategies7 for participants to choose from, each tailored532

to perform the recipe in a specific environment. After choosing the strategy, participants were533

given detailed instructions on how to perform the recipes. We list the strategies presented to the534

participants (1) Impromptu: Participants were asked to induce errors while performing the recipe.535

Following the completion of each recording, participants used a web-based interface to update the536

errors they performed during each step. Due to the complex nature of cooking activities and the lack537

of experience of the participants in cooking, many errors induced in this strategy were unintentional.538

(2) Disordered Steps: Participants were given pre-prepared error scripts with missing steps and539

ordering errors. (3) Induct Error: Participants used a web-based interface to create an error script540

for each selected recipe recording. The modified recipe steps were displayed on a tablet, enabling541

participants to perform according to their scripted errors.542

Caveats. We rely on a tablet-based interface to display the sequence of steps and also capture543

recordings in 4K resolution. Thus, we are aware that an OCR-based system can recognize the active544

step information in the tablet. To address this, we made sure that the test set included videos in which545

participants viewed the entire recipe instruction text as a paragraph instead of a sequence of steps.546

7The practice of using scripted videos for activity understanding [66] has inspired us to develop the strategies.
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C.3 Data Processing547

C.3.1 Synchronization548

After recording sessions in a kitchen environment, the data is transferred to a local NAS system and a549

synchronization service is run to align the raw data streams captured by the Hololens2. This includes550

synchronizing data from multiple streams—RGB, depth, spatial, and three Inertial Measurement Unit551

(IMU) sensors—using timestamps provided by the Hololens2. Post synchronization, both the raw552

and synchronized data are uploaded to cloud storage, and the links are made public.553

C.3.2 Annotation554

Coarse-Grained Action/Step Annotations. We developed an interface for performing step an-555

notations in Label Studio8. This interface is used by each annotator to mark the start and end times556

of each step. Our steps are significantly longer than individual fine-grained actions and encompass557

multiple fine-grained actions required to perform the described step. Table 12 presents a summary and558

comparison of coarse-grained action/step annotations for our dataset alongside other popular datasets.559

To facilitate these annotations, we used both our user application and Label Studio. We integrated our560

application with Label Studio through its provided APIs, enabling the seamless creation of a labelling561

environment for each recording and ensuring that annotations are reliably stored.562

Table 12: Comparison of coarse-grained action or step annotations across related datasets. Here, Tavg represents
the avg. duration for each video, N seg shows the total number of segments, N seg

avg reveals the avg. number of
segments per video, and T seg

avg shows the avg. duration for all segments.
Dataset Tavg (min) N seg N seg

avg T seg
avg (sec)

50Salads 6.4 899 18 36.8
Breakfast 2.3 11,300 6.6 15.1
Assembly 101 7.1 9523 24 16.5
CSV 0.2 18488 9.53 2.1
HoloAssist 4.48 15927 7.17 39.3

Ours (Total) 14.8 5300 13.8 52.78

Figure 17: Annotation Interface developed to generate step annotations for a recording

Annotation Interface. We will briefly explain the rationale behind the design choices for our563

annotation interface. First, in step annotations, our goal is to define the temporal boundaries for each564

8https://labelstud.io/
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step of the recording. Consequently, we have positioned a complete list of all the steps associated with565

the activity beneath the video. When a time period is identified as the boundary for a specific activity566

step, it appears on the left-hand side of the screen. Simultaneously, the start and end times of the step567

are displayed on the right side in the corresponding time slots, allowing for minor adjustments.568

Fine-Grained Action Annotations. Drawing inspiration from the pause-and-talk narrator [12], we569

have developed a web-based tool for fine-grained action annotation that leverages OpenAI’s Whisper570

APIs for speech-to-text translation. While this system is built around the Whisper API, it is designed571

to be flexible enough to integrate any automatic speech recognition (ASR) system capable of handling572

transcription requests. Upon its acceptance, we will release this web-based annotation tool. Figure 18573

illustrates the key steps for a recording and their corresponding step and action annotations.574

Figure 18: Step and action annotations. for the recipe Spiced Hot Chocolate.

Error annotations. Participants are required to document the errors (Appendix C.2) made during575

each recording. We compile the error descriptions and categorizations provided by the participants576

and succinctly display them, as shown in Figure 3 (see Error Categories) in the main paper. In577

Figure 19, we present the frequency of each error category type induced during execution.578

Figure 19: Frequency of errors. induced in the recordings for each recipe type.

C.3.3 Data Composition579

In this section, we list down all the components provided as part of our data. Raw and synchronized580

multi-modal data from Hololens2: The dataset includes raw data captured using the Hololens2581
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device. This data is multi-modal, which means it contains information in several different forms,582

including visual (e.g., images or videos), auditory (e.g., sounds or speech), and others (like depth583

information, accelerometer readings, etc.). 4K videos from GoPro: Includes high-resolution584

4K videos recorded using a GoPro camera. Such high-resolution video can provide much detail,585

particularly useful for tasks like object recognition. Step annotations for all the data. Fine-grained586

actions for 20% of the data: Fine-grained actions might include specifics about what objects are587

being manipulated, exactly what movements are being made, and so on. This data could be helpful588

for tasks that involve understanding or predicting specific types of actions. Extracted features using589

multiple backbones for different tasks:. We provide a comprehensive overview of the components590

we release with the dataset in table 13591

Table 13: This table presents an overview of the components we release as part of the dataset.

Hololens2 Raw

RGB

Synchronized

RGB
RGB pose RGB pose
Depth Depth
Depth pose Depth pose
Audio Audio
Head pose Head pose
Left wrist pose Left wrist pose
Right wrist pose Right wrist pose
IMU Accelerometer IMU Accelerometer
IMU Gyroscope IMU Gyroscope
IMU Magnetometer IMU Magnetometer

Gopro Raw RGB
Audio

Annotations Step
Fine-grained Action

C.3.4 Maintenance592

The dataset will be hosted on Box data storage drives and accessible via a publicly available link.593

The associated website will provide information about the code, dataset, and other details.594

C.3.5 License595

Copyright [2023] [The University of Texas at Dallas]596

Licensed under the Apache License, Version 2.0 (the "License"); you may not use this file except in597

compliance with the License. You may obtain a copy of the License at598

http://www.apache.org/licenses/LICENSE-2.0599

Unless required by applicable law or agreed to in writing, software distributed under the License is600

distributed on an "AS IS" BASIS, WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND,601

either express or implied. See the License for the specific language governing permissions and602

limitations under the License.603
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