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Abstract

The rapid development of large language mod-001
els (LLMs) necessitates robust, unbiased, and002
scalable methods for evaluating their capabil-003
ities. However, human annotations are ex-004
pensive to scale, model-based evaluations are005
prone to biases in answer style, while target-006
answer-based benchmarks are vulnerable to007
data contamination and cheating. To address008
these limitations, we propose StructTest, a009
novel benchmark that evaluates LLMs on their010
ability to produce compositionally specified011
structured outputs as an unbiased, cheap-to-run012
and difficult-to-cheat measure. The evaluation013
is done deterministically by a rule-based eval-014
uator, which can be easily extended to new015
tasks. By testing structured outputs across di-016
verse task domains — including Summariza-017
tion, Code, HTML and Math — we demon-018
strate that StructTest serves as a good proxy019
for general reasoning abilities, as producing020
structured outputs often requires internal logi-021
cal reasoning. We believe that StructTest offers022
a critical, complementary approach to objective023
and robust model evaluation.024

1 Introduction025

In the two years since ChatGPT’s launch, the NLP026

community has seen a rapid acceleration in the re-027

lease of large language models (LLMs). In 2024028

alone, leading tech companies such as OpenAI, An-029

thropic, Google, and xAI all have introduced new030

versions of their proprietary models. The open-031

source community has been even more prolific, re-032

leasing a significantly higher number of models. To033

demonstrate improvements, many of these models,034

including Claude-3.5-Sonnet and Llama 3.1, have035

used benchmarks such as MMLU (Hendrycks et al.,036

2020) and GSM8K (Cobbe et al., 2021a). However,037

as we will discuss in Section 2, existing bench-038

marks have notable limitations: 1) human annota-039

tions are expensive to acquire, maintain, and scale.040

2) model-based evaluation suffers severely from041

model bias, and 3) target-answer-based datasets 042

are prone to data contamination. Thus, there is a 043

pressing need for an evaluation benchmark that is: 044

1) easy and cheap to evaluate, 2) unbiased, and 3) 045

robust to data contamination. 046

To address these challenges, we propose 047

StructTest, a benchmark designed to assess 048

instruction-following capabilities through struc- 049

tured outputs. In StructTest, models are tasked with 050

generating outputs in a specified structure, which 051

are then verified for structural accuracy and, when 052

applicable, for the correctness of parsed outputs. 053

The evaluation in StructTest is done programmat- 054

ically, which makes it unbiased, fast, and cheap 055

to run. StructTest is not coupled with underlying 056

task data, which allows us to easily sample a new 057

StructTest set and extend to new tasks, making it 058

robust to data contamination (more details in Sec- 059

tion 3.5). StructTest instruction is compositional 060

by design, which allows for adjustable difficulty 061

levels, enabling our benchmark to stand the test of 062

time and benchmark future generations of LLMs. 063

The benchmark covers multiple task domains, 064

including summarization, code, HTML, and math. 065

Evaluations conducted on 14 popular LLMs reveal 066

that StructTest exhibits a correlation over 92% with 067

both the human-annotated ChatBot Arena bench- 068

mark and the widely used MMLU dataset, verify- 069

ing StructTest as a good proxy for general reason- 070

ing ability (see Section 4.2 for more details). 071

2 Literature Review 072

Evaluation of LLMs has become a critical area 073

of research, particularly as these models are in- 074

creasingly applied to diverse tasks requiring struc- 075

tured reasoning. Existing evaluation methodologies 076

broadly fall into three categories: human-based, 077

model-based, and target-answer-based evaluations. 078

While each offers unique insights, they also suffer 079

from notable limitations. 080
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2.1 Human-Based Evaluation Benchmarks081

A prominent example of human-based evaluation082

benchmark is Chatbot Arena (Chiang et al., 2024),083

which relies on human voting to determine the084

model ranking ELO score, offering reliable as-085

sessment but with significant limitations: resource-086

intensive evaluations requiring massive human an-087

notations, limited scalability to only a few models,088

and sustainability challenges in keeping the com-089

munity engaged for latest models.090

2.2 Model-Based Evaluation Benchmarks091

Model-based evaluation frameworks utilize LLM-092

as-a-judge to assess the capabilities of other models.093

Notable examples include MT-Bench (Zheng et al.,094

2023), AlpacaEval (Dubois et al., 2024), Arena-095

Hard-Auto (Li et al., 2024), Fofo(Xia et al., 2024).096

While being flexible in evaluation tasks, model-097

based evaluation benchmarks are known to be bi-098

ased: 1) Cheating by Null-Models: As highlighted099

by Zheng et al. (2024), a simple null-model with100

constant response can achieve a high ranking in101

these benchmarks, posing a big concern on the reli-102

ability of the evaluations. 2) Length Bias: Dubois103

et al. (2024) demonstrate that length-controlled out-104

puts in model-generated benchmarks such as Al-105

pacaEval may introduce a bias favoring responses106

of certain lengths, often confounding evaluations107

of content quality with irrelevant stylistic factors.108

2.3 Target-Answer-Based Evaluation109

Benchmarks110

Target-Answer-Based evaluations assess reasoning111

capabilities without relying on another LLM for112

comparison. Conventionally, most of LLMs bench-113

marks fall into this category, including ARC (Clark114

et al., 2018), GSM8K (Cobbe et al., 2021a), BIG-115

Bench (Zhong et al., 2024), AGIEval (Zhong et al.,116

2024) and MMLU (Hendrycks et al., 2020). In117

MMLU, the authors evaluate the LLMs reasoning118

capability in a curated datasets for different compet-119

itive exams. While being unbiased, target-answer-120

based benchmarks have a primary limitation: the121

issue of training data contamination. The perva-122

sive use of large-scale, internet-derived datasets in123

pre-training LLMs often overlaps significantly with124

benchmark datasets, thereby inflating performance125

metrics and undermining the validity of these eval-126

uations (Ravaut et al., 2024a).127

To address the limitations of existing evaluation128

benchmarks, we introduce StructTest, which eval-129

uates structured generation as a proxy for general 130

reasoning. While prior works have explored how 131

format instructions influence task performance (He 132

et al., 2024; Do et al., 2024), StructTest goes be- 133

yond simple formatting by incorporating compo- 134

sitional structured outputs. It is the first bench- 135

mark specifically designed to assess the general 136

instruction-following capabilities of LLMs through 137

structured outputs. 138

3 StructTest Benchmark 139

In this section, we describe the tasks from which 140

the StructTest benchmark is built upon: summariza- 141

tion, coding, HTML generation and mathematical 142

reasoning. 143

3.1 Summarization 144

As a first task within StructTest, we consider sum- 145

marization, a well-studied playground for LLMs. 146

The vast majority of existing studies focus on the 147

content of output summaries, evaluating properties 148

such as coherence (Chang et al., 2023), faithful- 149

ness to the source (Laban et al., 2023), coverage 150

of diverse information (Huang et al., 2023), and 151

positional bias for context utilization (Ravaut et al., 152

2024b) and hallucination (Wan et al., 2024a). With 153

the rapid progress in LLMs, meeting complex user 154

requirements for summaries is important. In In- 155

struSum, Liu et al. (2023) benchmark LLMs on 156

such summary content instructions. However, an 157

equally important user requirement is style or for- 158

mat of the summary, which has been relatively un- 159

derexplored. To remedy, we design three format- 160

following tasks in summarization: 161

• Length Controlling output length is a widely- 162

researched property in summarization (Liu et al., 163

2018, 2022). Users looking for more granular de- 164

tails will prompt the system to output longer sum- 165

maries. 166

To measure length-following ability, we verify 167

whether the LLM’s output y contains the required 168

number of sentences N , which is sampled uni- 169

formly from a fixed interval across data points. 170

Formally: 171

Score = {1, if len(y) = N,

0, otherwise.
172

• Bullet points Bullet points are a natural 173

method to summarize and have yielded several of 174

the most widely used datasets in summarization 175
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research (Hermann et al., 2015; Mukherjee et al.,176

2022). This format is appealing to users who wish177

to see a clear separation of ideas in the output sum-178

mary. We prompt the LLM to summarize through179

a list of either unnumbered bullet (or other symbol)180

points, or numbered points, with a varying number181

of points (again, sampled uniformly from a fixed182

interval).183

For unnumbered points, we check whether the184

output contains the specified symbol S in the cor-185

rect number of times N :186

Score = {1, if count(S ∈ y) = N,

0, otherwise.
187

For numbered points, we verify that output lines188

(yi, .., yM ) are of the appropriate count and start189

with the correct sequence of numbers:190

Score = {1, if (M = N) ∧ (∀i ∈ [1, N],yi,0 = str(i))
0, otherwise.

191

• Question Yet another approach to summariza-192

tion consists in answering key questions about the193

source, most notably the 5 Wh-questions of (what?194

why? who? when? where?). Question-answering195

is a popular paradigm in summarization evaluation196

(Deutsch et al., 2021; Scialom et al., 2021; Fabbri197

et al., 2021), as it naturally enables to review that198

key facts from the source are covered. To induce199

format following, we prompt the LLM to structure200

its summary such that it is composed of the list of201

5 Wh-questions, each followed by its correspond-202

ing answer. This process is akin to query-focused203

summarization (Vig et al., 2022), where the Wh-204

questions form the query.205

To evaluate Wh-questions summary formatting,206

we check that lines of output summary start with207

the Wh-questions. We also enforce that all ques-208

tions are present, in any order. Formally, following209

the previous notation and noting Q the set of Wh-210

questions:211

Score = {1, if (Q ⊂ y) ∧ (∀i ∈ [1, N],yi,0 ∈ Q)
0, otherwise.

212

Creating more complex tasks StructTest instruc-213

tions following one of the aforementioned summa-214

rization formats are referred to as Easy Summa-215

rization. To build a more challenging benchmark,216

we combine different formats. We use two types217

of combinations: first, we specify the number of218

bullet points or numbered points and the desired219

length (in sentences) of each point; second, we ask 220

the LLM to nest bullet points within existing points, 221

where nested points start with the tab symbol mark- 222

ing indentation. These instructions combining two 223

summarization formats are referred to as Hard 224

Summarization. In this latter case, evaluation met- 225

rics defined above are also combined together and 226

the LLM needs to verify each property. We provide 227

examples for each task in Appendix B. 228

3.2 Code 229

Programming languages, with their highly struc- 230

tured and rule-based nature, offer an ideal frame- 231

work for evaluating the format-following capabil- 232

ities of LLMs. In addition, compilers and inter- 233

preters efficiently validate correctness, offering 234

clear binary feedback on whether the generated 235

code meets both syntactic and functional expecta- 236

tions. This makes coding tasks a practical and scal- 237

able benchmark for assessing LLM performance in 238

structured environments. 239

Given the widespread use of programming in 240

daily workflows, and the significant success and 241

adoption of Code-LLMs in real-world systems 242

(Jimenez et al., 2024; Xie et al., 2024), under- 243

standing complex instructions in a language code- 244

interleaved environment has become increasingly 245

important. To closely measure the capability of 246

LLMs in application-like scenarios, we have devel- 247

oped the following tasks: 248

• Add ‘print’ statements One class of general 249

editing need is asking for revision of a code snippet. 250

We propose a simple edit task by asking the LLM 251

to add a ‘print’ statement after each time a new 252

variable is initialized. We create two sets based 253

on the difficulty level. The Easy set contains code 254

with the number of lines ranging from 3 to 30, 255

while those in the Hard set have 50-200 lines. 256

Since the instruction is fixed, we can easily ma- 257

nipulate the expected code snippet through auto- 258

matic programs. Specifically, we first use the ast1
259

package to extract the variables by parsing the ab- 260

stract syntax grammar. Afterwards, the expected 261

target code snippet can be obtained by inserting 262

the print statements through fixed templates. The 263

evaluation metric is exact match by comparing the 264

predicted code snippet with the synthesized one. 265

• Replace variables Another edit-based task is 266

replacing variables. For the data construction, we 267

1https://docs.python.org/3/library/ast.html
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first use ast to extract the variables contained in a268

code snippet and randomly generate some meaning-269

less strings for each of them as the target variable270

names to be replaced with. The mapping is shown271

as part of the instruction, which asks the LLM to272

replace all the usage of the mentioned source vari-273

ables with the corresponding target ones.274

Similarly, the expected code snippet can be ob-275

tained by string replacements according to the map-276

ping. The prediction is evaluated by checking its277

consistency with the synthesized expected program.278

We use exact match as the evaluation metric.279

• Test case input generation Serving as a fun-280

damental part of software engineering, writing high281

quality unit tests (i.e., sample input-output pairs)282

plays an important role in verifying the program283

correctness. Considering that predicting the unit284

test outputs is still quite challenging for current285

LLMs (Li et al., 2022; Jain et al., 2024; Jiao et al.,286

2024), we choose to formulate an easier task by287

asking the LLMs to generate 5 different groups of288

test case inputs for a given programming question289

and the corresponding program.290

We evaluate the validity by executing the pro-291

gram on the predicted test case inputs, and if no292

runtime error is raised for all inputs, the generation293

is deemed correct. We use the averaged pass rate294

over all problems as the evaluation metric.295

• Simulate program execution Simulating the296

process of program execution presents several chal-297

lenges, such as understanding and following each298

action in the program, tracking runtime states of299

the variables, and associating them together for300

the outcome successfully. These tasks are strongly301

correlated with reasoning and agent-based opera-302

tions, making program simulation a useful proxy303

for evaluating the ability to follow compositional in-304

structions and perform logical reasoning. We thus305

prompt the LLM to simulate step-by-step execution306

of a given program with specific inputs, and derive307

the expected output. The task is also divided into308

two difficulty levels – Easy and Hard, according309

to the length of the code snippet for simulation.310

For Easy level, we introduce multiple test cases311

in the original dataset for each question to ensure312

robust evaluation. If all predicted outputs exactly313

match the ground-truth ones, the generation for314

the question is considered as correct. For Hard315

level, we only use one simple test case to evaluate316

the generation, since (1) the difficulty of the code317

snippet itself in Hard level is challenging enough,318

and (2) it is hard to unify the test case scaling. For 319

example, some test cases can contain millions of 320

input numbers in a line. The final metric is also the 321

averaged exact match over all questions. 322

3.3 HTML Generation 323

Application of LLMs in generating websites has 324

been regarded as a useful task that can ease the 325

workload of web designers and developers and 326

help in democratizing web development for non- 327

technical users (Calò and De Russis, 2023). In 328

such applications, adherence to the user specified 329

HTML structure is a crucial part. Tang et al. (2023) 330

show that LLMs may struggle to generate struc- 331

tured HTMLs. However, their study is limited 332

to simple structures and the evaluation is content- 333

based which requires human evaluation. 334

In contrast, we formulate this task as to gen- 335

erate a specific number of standard HTML tags 336

(“html”, “head”, “title”, “div”, “body”, “h1”, “h2”, 337

“p”,“footer”) as instructed with the following struc- 338

tural constraints: “title” should be nested inside 339

“head”, “div” and “footer” are nested inside “body”, 340

and the rest of the tags are nested inside “div”. 341

An example prompt with our prompt template is:2 342

“Generate only an html code that has 1 html tag. 343

Inside the html tag, generate 1 head tag and 1 body 344

tag. Inside of each head tag, generate 1 title tag 345

and inside of each body tag, generate 2 div tags 346

and 1 footer tag. Inside of each div tag, generate 1 347

h1 tag, 1 h2 tag and 1 p tag. Your generated html 348

code:”, and the expected generation should be an 349

html code block as follows: 350

<html>
<head>

< t i t l e >< / t i t l e >
< / head>
<body>

< div >
<h1>< / h1>
<h2>< / h2>
<p>< / p>

< / div >
< div >

<h1>< / h1>
<h2>< / h2>
<p>< / p>

< / div >
< f o o t e r >< / f o o t e r >

< / body>
< / html>

351

The counts of each tag to be generated are sam- 352

pled uniformly from a fixed interval. Based on 353

the range of the interval, we create two sets, Easy 354

where the interval range is 2-5, and Hard where 355

the range is 2-12. 356

2The number of each tag except “html” varies across ex-
amples. For “html”, it is fixed to 1.
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We consider a generation to be successful if the357

count of the tags is equal to the ones provided in the358

prompt taking into account their nested structure359

and all the tags are properly formatted, i.e., an360

opened HTML tag has to be closed.361

3.4 Math Reasoning362

Math reasoning is a prevalent task in LLM evalu-363

ations, with benchmarks like GSM8K and MATH364

(Gao et al., 2024; Cobbe et al., 2021b; Hendrycks365

et al., 2021). However, the impact of varying for-366

mat templates on these tasks is often overlooked,367

potentially causing inconsistencies as many efforts368

may not use impartial templates (Yu et al., 2023;369

Shao et al., 2024; Wei et al., 2022; Toshniwal370

et al., 2024). The variability in solutions, which371

could be numbers, fractions, or LaTeX expressions,372

means extraction heuristics may differ across stud-373

ies, leading to biased comparisons favoring models374

optimized for specific frameworks. For example,375

MetaMathQA (Yu et al., 2023) produced a dataset376

where answers follow specific phrases which their377

evaluation procedure uses to extract answers, dis-378

advantaging models that don’t use these phrases.379

Meanwhile, a reliable model should not only pro-380

vide the correct answer but also present a chain381

of thoughts in a pre-defined format consistently382

(Wei et al., 2022). Being able to extract reasoning383

steps reliably can be beneficial, such as to produce384

thought chains for process supervision (Lightman385

et al., 2023). Thus, we focus on structuring our386

math evaluations in two aspects: final answer pars-387

ing and chain of thought bullet point formatting.388

• Final answer parsing We crafted 7 styles for389

final answer production and created prompts in-390

structing models to adhere to these styles. We then391

wrote Python rules to determine a model response’s392

consistency to a respective style. To evaluate mod-393

els, standard benchmarks like GSM8K are used,394

with each question assigned a random style for395

evaluation. This format consistency accuracy can396

then be derived and combined with the math accu-397

racy score to paint a clearer and fairer comparison398

across LLMs. Final answer parsing is considered399

Easy in our setup.400

• Chain of thought bullet points. Solutions401

typically involve multiple reasoning steps, and we402

designed 5 different presentation styles. Some are403

Markdown styles, like “**Step 1** ...”, or JSON404

styles. We also set a range for the number of steps,405

requiring models to adjust step granularity. That is,406

the models should break down a step into smaller 407

steps if the solution is simple to satisfy the con- 408

straint. If the solution is complex, however, they 409

should instead merge multiple steps into longer 410

ones. Pairing each bullet point style with a unique 411

final answer style resulted in 20 formats, catego- 412

rized as Hard. We hypothesize that these styles 413

may be intuitive to some LLM models but unfa- 414

miliar to others, potentially causing significant dis- 415

crepancies in performance, as shown later in Sec- 416

tion 4.1.4. While the number of styles could be 417

extended infinitely, we rely on manually crafted 418

styles to ensure accuracy and consistency. 419

3.5 Robustness to Contamination and 420

Benchmark Scalability 421

A key challenge in benchmarking LLMs is the risk 422

of data contamination, where models are exposed 423

to test data during training. StructTest aims to mit- 424

igate this issue in two ways. First, the tasks in 425

StructTest are crafted in a way that makes it highly 426

unlikely for existing models to have encountered 427

them during training. By focusing on carefully 428

constructed structured output tasks, StructTest min- 429

imizes the possibility of data contamination. Sec- 430

ond, the nature of the tasks allows us to periodi- 431

cally update the benchmark with respect to new 432

StructTest samples, new task underlying data, new 433

task domains and their complexity levels. To safe- 434

guard from future generations of LLMs, we aim to 435

maintain a confidential, held-out test set that is peri- 436

odically updated, ensuring that model performance 437

accurately reflects generalization capabilities rather 438

than memorization of pre-exposed data. 439

StructTest is highly scalable, allowing easy ex- 440

tension to new tasks by simply writing new prompts 441

and rule-based evaluation. It enables cost-efficient 442

evaluation for new models, with minimal overhead 443

beyond inference costs. This design ensures flexi- 444

bility and adaptability for diverse needs. 445

4 Evaluation Results 446

4.1 Results Overview 447

We run StructTest benchmark against a represen- 448

tative list of open-source and closed-source mod- 449

els3. Table 1 summarizes evaluation results across 450

all domains of StructTest for all LLMs. For 451

all open-source models, we use their instruction- 452

tuned version instead of pre-trained version. It 453

3See Appendix A for detailed model versions for close-
source models
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LLM Average Summarization Code HTML Math

All Easy Hard Easy Hard Easy Hard Easy Hard Easy Hard
Phi-3-mini-128k 19.30 31.97 6.63 57.42 11.67 49.79 10.59 0.00 0.00 25.47 4.25
Qwen-2-7B 17.94 28.56 7.33 48.77 12.03 49.79 12.88 0.00 0.00 15.69 4.40
Mistral-7B 13.94 22.32 5.57 50.54 14.72 32.92 6.35 3.00 0.00 2.81 1.21
Llama-3.1-8B 33.73 46.85 20.61 95.46 35.58 51.36 16.06 9.33 0.00 30.86 30.78
Mistal-nemo 26.06 41.86 10.27 69.35 17.89 60.62 16.59 5.00 0.00 32.45 6.60
Mixtral-8x7B 16.85 27.73 5.98 59.10 13.36 34.37 5.49 3.33 0.00 14.10 5.08
Llama-3.1-70B 65.99 86.36 45.63 98.48 51.36 79.06 27.55 98.67 42.67 69.22 60.96
GPT-3.5-turbo 38.43 62.05 14.81 86.77 22.11 74.48 19.38 47.67 7.00 39.27 10.77
GPT-4o-mini 57.57 74.09 41.05 98.79 64.81 82.40 25.67 38.00 6.33 77.18 67.40
GPT-4o 72.46 89.47 55.44 96.19 66.08 86.36 29.34 99.00 57.67 76.35 68.69
Gemini-1.5-pro 61.51 81.44 41.58 84.58 23.58 82.19 38.01 81.67 31.33 77.33 73.39
Claude-3-haiku 35.95 53.31 18.59 72.19 20.44 66.25 22.18 41.00 10.33 33.81 21.38
Claude-3-opus 68.81 89.14 48.47 91.21 46.14 85.00 36.04 100.00 56.67 80.36 55.04
Claude-3.5-sonnet 69.26 91.55 46.97 96.33 44.33 84.79 29.70 100.00 58.67 85.06 55.19

Table 1: Overview of Evaluation Results on StructTest. Within each family of models, best numbers are in bold, and
second-best are underlined.

LLM
Easy Hard

Length Bullet
points

Numbered
points

Wh-
questions

Bullets
+ length

Numbers
+ length

Indented
points

Phi-3-mini-128k 35.17 29.25 90.58 74.67 8.50 26.50 0.00
Qwen-2-7B 27.75 67.33 100.00 0.00 20.50 15.58 0.00
Mistral-7B 22.58 63.67 99.50 16.42 19.33 24.83 0.00
Llama-3.1-8B 90.17 95.00 100.00 96.67 47.58 55.00 4.17
Mistral-nemo 50.25 91.00 99.17 37.00 25.42 27.75 0.50
Mixtral-8x7B 67.66 41.16 90.83 36.75 8.33 31.25 0.50
Llama-3.1-70B 94.08 99.83 100.00 100.00 63.50 63.83 26.75
GPT-3.5-turbo 51.33 99.42 100.00 96.33 26.67 33.83 5.83
GPT-4o-mini 96.92 100.00 99.92 98.33 75.83 76.17 42.42
GPT-4o 84.75 100.00 100.00 100.00 66.75 71.67 59.83
Gemini-1.5-pro 66.50 99.42 99.50 72.92 41.00 23.08 6.67
Claude-3-haiku 67.25 99.33 99.75 22.42 29.25 32.08 0.00
Claude-3-opus 65.58 99.67 99.58 100.00 54.08 56.33 28.00
Claude-3.5-sonnet 85.58 99.83 99.92 100.00 66.50 66.17 0.33

Table 2: Performance comparison across LLMs on
summarization-based tasks.

is worth noting that the best scoring LLM, GPT-454

4o, only achieves 72.46% on StructTest-All and455

55.44% accuracy on StructTest-Hard, demonstrat-456

ing that StructTest is a highly challenging bench-457

mark. In addition, Claude-3.5-sonnet is a close458

runner-up and close-source models generally out-459

perform open-source models.460

4.1.1 Summarization Results461

Among open-source models, the Llama-3.1 series462

stand much above the rest, as their performance463

is comparable to GPT-4 series on the Easy subset464

(98.48 for Llama-3.1-70B; 98.79 for GPT-4o-mini).465

Closed-source LLMs on average perform better466

than open-source ones, especially on the Hard sub-467

set. Indeed, open LLMs loose 70% in accuracy on468

Hard setups compared to Easy ones, compared to a469

55% relative loss for closed-source LLMs. In both470

cases, such a plunge in performance highlights how471

challenging it is for even the best LLMs to follow472

more elaborate formatting instructions.473

When breaking down performance across for-474

matting tasks shown in Table 2, we notice that gen- 475

erating numbered points is easier for LLMs than 476

bullet points, probably because generated numbers 477

help the LLM stop at the correct length. Although 478

all LLMs seemingly master producing numbered 479

points, adding a constraint on the length of each 480

point proves much harder: performance is divided 481

by 4 for many open-source LLMs. Indenting points 482

proves to be the hardest task. On this task, 7 LLMs 483

out of the 14 evaluated stay at null or near null 484

accuracy, including even Claude-3.5-sonnet. 485

A further analysis with GPT-4o in Figure 1 486

shows error rate for binned values of the Hard for- 487

matting condition of controlling the length of each 488

bullet point. Length control error rate jumps be- 489

yond 20 total sentences, or 4 sentences per point. 490

This finding proves that longer outputs are hard to 491

structure and format for LLMs. 492

4.1.2 Code Results 493

From the model aspect, we find that Llama-3.1- 494

70B achieves the best performance among the open- 495

source models, due to its larger size. For the closed- 496

source models, Claude-3.5-sonnet and Claude-3- 497

opus are the two performing better. 498

From the perspective of Code tasks shown in 499

Table 3, we find the Hard level problems demon- 500

strate significantly more complexity, as longer code 501

snippet will increase the difficulty in understand- 502

ing. Besides, tasks requiring more comprehension 503

and memorization present higher difficulty. For 504

example, on the Easy level of Add Print Statements 505

and Replace Variables, even the open-source small 506

models, e.g., Llama-3.1-8B, can achieve strong per- 507

formance. Most closed-source models can also 508

demonstrate good performance on Hard level Re- 509
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Figure 1: Error rate of GPT-4o across various features of the Summarization Bullet Points Length task.

LLM Add Print Replace Vars Input Gen Simulate Exec

Easy Hard Easy Hard Easy Hard Easy Hard

Phi-3-mini-128k 66.25 0.00 85.00 42.37 9.17 0.00 19.58 0.00
Qwen-2-7B 60.42 1.01 79.17 41.46 20.42 0.00 39.17 9.05
Mistral-7B 47.92 0.50 29.17 21.87 37.92 0.00 16.67 3.02
Llama-3.1-8B 78.33 3.02 82.92 49.66 6.25 2.51 39.58 9.05
Mistral-nemo 72.50 1.01 81.67 50.80 42.50 0.00 45.83 14.57
Mixtral-8x7B 41.67 1.51 10.83 8.88 45.42 1.01 39.58 10.55
Llama-3.1-70B 95.00 22.61 88.75 64.46 58.33 1.01 74.17 22.11
GPT-3.5-turbo 76.25 0.00 90.42 57.40 72.92 1.51 58.33 18.59
GPT-4o-mini 90.00 10.55 91.25 66.51 66.25 3.02 82.08 22.61
GPT-4o 85.00 9.55 86.67 70.62 79.58 4.52 94.17 32.66
Gemini-1.5-pro 94.17 34.17 83.33 70.62 65.83 4.02 85.42 43.22
Claude-3-haiku 75.42 5.03 86.67 60.59 40.00 5.53 62.92 17.59
Claude-3-opus 96.25 40.20 91.67 78.82 69.58 2.01 82.50 23.12
Claude-3.5-sonnet 90.00 9.55 91.25 78.59 70.42 6.03 87.50 24.62

Table 3: Performance comparison across LLMs on code-
related tasks.

place Variables. Moreover, nearly all models per-510

form really poorly on Test Case Inputs Gen in Hard511

level. One reason is that the problems in Hard level512

mainly use standard input-output stream. As a re-513

sult, incorrect spaces or newline symbols will also514

lead to input errors.515

4.1.3 HTML Results516

In Table 1, we notice that, in general, open-source517

models perform significantly worse than closed-518

source models in both easy and hard HTML gen-519

eration tasks and also model accuracies are sig-520

nificantly better in the easy task compared to the521

hard task. The clear winner in open-source model522

category is Llama-3.1-70B, and for closed-source523

models it is Claude-3.5-sonnet. It is to be noted524

that Claude-3.5-sonnet is also the overall winner525

and has the best MMLU score among all the mod-526

els we experimented with (Table 4). In general we527

find that models with higher number of parame-528

ters are significantly better than the models with529

lower number of parameters, e.g. Llama-3.1-70B530

vs Llama-3.1-8B.531

We further provide two types of analyses based532

on the performance of ChatGPT-4o on the hard533

task; one reflects the distribution of cumulative tag-534

counts for each tag (Section 3.3) in both correct and535

incorrect HTML code generation samples (Figure536

2), and another, the distribution of all tag-counts in537

Figure 2: Error rate of GPT-4o by total tag counts
(binned) and Tag-counts for correct vs. incorrect HTML
code generations (hard task).

incorrect HTML code generations samples (Figure 538

2). In both of the figures, we notice a common 539

trend of increasing error rates with the increasing 540

number of tag-counts, which confirms that LLMs 541

struggle in structured HTML code generation, espe- 542

cially when they are tasked with generating greater 543

number of HTML tags. It should also be noted 544

that this observation is more pronounced in deeply 545

nested tags such as “div”, “p”, “h1” and “h2” in 546

contrast to the rest of the shallow nested tags, be- 547

cause, depending on the nesting structure, these 548

labels are generated many folds compared to their 549

containing parents (Figure 2). 550

4.1.4 Math Results 551

Table 1 reports the math format following the per- 552

centage accuracy in the Easy (final answer style) 553

and Hard (final answer and bullet point style) cat- 554

egories, using GSM8K as the underlying bench- 555

mark. As consistently shown, most models pro- 556

duce significantly worse GSM8K scores in both 557

Easy and Hard settings compared to how they 558

are normally evaluated in standard benchmarks 559

(Gao et al., 2024). For example, Gemini-1.5-pro 560

achieves 77.3% for Easy and 73.39% for Hard set- 561

tings while originally achieving 91.7% in the stan- 562

dardized test. In fact, while most closed-source 563

models presented in Table 1 achieve more than 564

90% in the standard benchmark (Gao et al., 2024), 565

they suffer significant performance drops in our 566
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Figure 3: Error Rates of GPT-4o in GSM8K math rea-
soning across 20 Hard formats.

math evaluations, with a margin as high as 70%.567

This shows that those models are not as reliably and568

consistently good at math as previously thought. In-569

stead, they may have overfitted to certain formats570

and styles. Notably, among closed-source group,571

smaller and older models such as GPT-3.5-turbo572

or Claude-3-haiku exhibit considerable degrada-573

tion with scores below 40%. Likewise, the trend574

is even worse for most open-source models, such575

as Mixtral-8x7B, which degrade to below 10% ac-576

curacy. Overall, the results generally suggest that577

existing math reasoning comparisons between mod-578

els are likely unreliable and unfair unless tested on579

a large number of different, diverse, and impartial580

formats, which our framework may serve as a more581

robust evaluation alternative.582

To provide better insights, in Figure 3, we plot583

the error rates of GPT-4o in GSM8K when tested584

in 20 hard formats. Despite being a significantly585

strong frontier model, GPT-4o clocks in vastly dif-586

ferent performances depending on particular for-587

mats. Specifically, it achieves perfect scores, with588

zero error rate, in format IDs 1 to 4, but fails in589

other formats with error rates as high as 84%. This590

suggests that the model may have been overfitted to591

certain popular formats, while struggles with novel592

ones. Further manual inspections suggest, however,593

that the model may still produce accurate final an-594

swers, but resist to follow the instructed formats,595

leading to the samples being marked as failure.596

4.2 Correlation to General Reasoning597

To understand whether StructTest could be a598

“cheap” proxy of general reasoning ability in LLMs,599

we compare the average accuracy in StructTest600

with popular benchmarks including LLM Arena601

and MMLU in Table 4. We include all the models602

for which we could find both Arena and MMLU603

scores. The correlation (Pearson’s product-moment604

LLM StructTest Arena MMLU
Phi-3-mini-128k 19.30 1,037 68.10
Mistral-7B 13.94 1,072 60.10
Llama-3.1-8B 33.73 1,175 73.00
Mixtral-8x7B 16.85 1,114 70.60
Llama-3.1-70B 65.99 1,248 86.00
GPT-3.5-turbo 38.43 1,117 70.00
GPT-4o-mini 57.57 1,273 82.00
GPT-4o 72.46 1,366 88.70
Gemini-1.5-pro 61.51 1,302 85.90
Claude-3-haiku 35.95 1,179 75.20
Claude-3-opus 68.81 1,248 86.80
Claude-3.5-sonnet 69.26 1,283 88.70

Table 4: Comparison of StructTest average accuracy
with ChatBot Arena score and MMLU accuracy

Figure 4: Correlation of various StructTest setups
against ChatBot Arena and MMLU

coefficient) between StructTest and Arena is 92.5% 605

and the same for StructTest and MMLU is 96.3%. 606

Such results highlight that StructTest, though be- 607

ing naturally unbiased, cheap to evaluate, and ro- 608

bust to data contamination, offers strongly corre- 609

lated evaluation results compared to expensive and 610

resource-intensive benchmarks like ChatBot Arena 611

and MMLU. 612

To better understand how various task domains 613

and difficulty settings affect correlation to existing 614

benchmarks, we show a 2D scatter plot in Figure 4. 615

We can see that Math has the highest correlation 616

in four task domains and Hard settings yield better 617

correlation than Easy settings. 618

5 Conclusion 619

We have proposed StructTest, a programmatically 620

verifiable benchmark for evaluating instruction- 621

following capabilities through structured outputs. 622

StructTest is a cheap-to-run, unbiased, robust 623

benchmark with adjustable difficulty levels. Evalu- 624

ation results show StructTest to be a good proxy for 625

evaluating general reasoning ability in LLMs. We 626

believe StructTest offers a critical, complementary 627

approach to existing LLM evaluations. 628

8



6 Limitations629

Constrained Decoding Adding a selective con-630

straint to output space while decoding, has been631

shown to be effective in boosting performance in632

entity linking (Cao et al., 2021), machine transla-633

tion (Post and Vilar, 2018), and secure code gener-634

ation (Fu et al., 2024). While it is interesting to see635

how constrained decoding can help StructTest, it636

is not included in the scope of this study: applying637

constraints to all domains in StructTest can be a638

highly complex setup as the allowed output struc-639

ture in our benchmark is quite flexible for Summa-640

rization, Code and Math domains.641

Inference Scaling In this paper, we acquire642

model response based on direct generation given643

input prompt. In literature, researchers have ex-644

plored inference scaling methods which increase645

inference compute for better performance includ-646

ing Monte Carlo Tree Search (MCTS)(Wan et al.,647

2024b), best-of-n(Li et al., 2023), majority vot-648

ing(Wang et al., 2023), and reflexion(Shinn et al.,649

2023). While it is possible to apply inference scal-650

ing methods like reflexion to StructTest as a new651

setting to benchmark how LLMs handle feedback652

and multi-turn generation, we have not included653

this aspect in the current version of StructTest and654

leave it for future work655
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A Closed-Source Model Versions937

We show the API version used in our evaluation938

results for close-source models in Appendix A.939

The inference for all closed-source models was940

performed during 27th November 2024 to 14th De-941

cember 2024.

Model API Version
GPT-3.5-turbo gpt-3.5-turbo-0125
GPT-4o-mini gpt-4o-mini-2024-07-18
GPT-4o gpt-4o-2024-08-06
Gemini-1.5-pro gemini-1.5-pro-002
Claude-3-haiku claude-3-haiku-20240307
Claude-3-opus claude-3-opus-20240229
Claude-3.5-sonnet claude-3-5-sonnet-20241022

Table 5: Closed-source model versions used in Evalua-
tion Results

942

B Examples for Different Tasks943

We show examples for each summarization task in944

Figures 5 to 11, and examples for each coding task945

in Figures 12 to 15.946
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## Instruction

The following is a source document.

Source:
one surprising result that has come out of the more than 200 extrasolar planet discoveries to date is the wide range 
of eccentricities observed . unlike our own solar system , many of the extrasolar planets which are not tidally 
locked to their host stars have moderate eccentricities ( @xmath1 ) , and 15 planets have high eccentricities ( 
@xmath0 ) . these observations have spawned several theories as to the origin of highly eccentric extrasolar planets 
. one such method , planet - planet scattering , occurs when multiple jovian planets form several astronomical units 
( au ) from the host star and then interact , leaving one in an eccentric orbit and often ejecting the other @xcite . 
(truncated)

Format Instruction: Please summarize the above text in 5 sentences.{Place the summary between <summary>  
and </summary>.

Summary:

#### Response

<summary>
The discovery of over 200 extrasolar planets has revealed a wide range of eccentricities, unlike our  
solar system, with many planets exhibiting moderate to high eccentricities. Various theories have been  
proposed to explain these eccentricities, including planet-planet scattering and interactions with  
stellar companions. This study focuses on six highly eccentric planetary systems (HD 3651, HD 37605, HD  
45350, HD 80606, HD 89744, and 16 Cyg B) using observational data and dynamical simulations to explore  
the possibility of additional planets. The results show no evidence for additional planets in these  
systems, but the simulations indicate regions where additional planets could exist in stable orbits. The  
study also sets detection limits for potential additional planets, ruling out short-period planets down  
to a few Neptune masses in some systems.
</summary>

Figure 5: Test example for length task in Summarization.

## Instruction

The following is a source document.

Source:

supersymmetry ( susy ) is one of the most attractive extensions of the standard model . this symmetry  
solves the naturalness problem and predicts gauge coupling unification at the gut scale @xmath1 . it  
also predicts the existence of superpartner of the standard model ( sm ) particles . from the  
naturalness argument , their masses should be below tev range , hence these particles will be discovered  
at tevatron or large hadron collider ( lhc ) . (truncated)

Format Instruction: Please summarize the above text in {n_points} bullet points using the following  
symbol: * to start each bullet point.
Place the summary between <summary> and </summary>. Please don't generate any introductory comments.
Summary:

#### Response

<summary>
* Supersymmetry (SUSY) is an extension of the Standard Model that addresses the naturalness problem,  
predicts gauge coupling unification at the GUT scale, and suggests the existence of superpartners for  
Standard Model particles, which should be detectable at the Tevatron or LHC.
* The no-scale type Kähler potential, where the hidden and observable sectors are separated, results in  
all scalar masses and trilinear scalar couplings vanishing as the cosmological constant vanishes, making  
gaugino masses the only source of SUSY breaking.
* Three scenarios for SUSY particle mass spectrum are considered: universal gaugino masses at the GUT  
scale, universal gaugino masses above the GUT scale, and non-universal gaugino masses at the GUT scale.  
The minimal scenario is severely constrained by cosmological and direct search bounds, while the other  
two scenarios offer more viable parameter regions.
* Current constraints from the lightest Higgs mass and the branching ratio for \( b \rightarrow s \gamma  
\) further limit the parameter space, with the minimal scenario being almost entirely excluded. The  
non-universal gaugino mass scenario allows for wino-like or higgsino-like neutralino as the LSP, which  
remains cosmologically viable.
</summary>

Figure 6: Test example for bullet points task in Summarization.
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## Instruction

The following is a source document.

Source:

x - ray studies of fairly normal " galaxies , with high - energy emission not obviously dominated by a luminous active galactic  
nucleus ( agn ) , have recently been extended to cosmologically interesting distances in the deep field ( cdf ) surveys , which  
have now reached 1 ms of exposure ( cdf - n : hornschemeier et al . 2001 , hereafter paper ii ; brandt et al . 2001b , hereafter  
paper v ; cdf - s : tozzi et al . 2001 ; p. rosati et al . , in prep . ) . galaxies with @xmath8 are detected in appreciable  
numbers at 0.52 kev fluxes below @xmath9 erg @xmath6 s@xmath7 ( e.g. , paper ii ) ; the cdf - n survey goes almost two orders of  
magnitude fainter , detecting significant numbers of normal galaxies among the population of x - ray sources making the diffuse x  
- ray background ( xrb ; paper ii ; a.j . barger et al . , in prep . ) . (truncated)

Format Instruction: Please summarize the above text in 4 numbered points where each point starts with a number and numbers follow  
the correct increasing order.
Place the summary between <summary> and </summary>. Please don't generate any introductory comments.

Summary:

#### Response

<summary>
1. Recent deep field (CDF) surveys have extended X-ray studies of normal galaxies to cosmologically significant distances,  
detecting significant numbers of these galaxies at faint flux levels and contributing to the diffuse X-ray background (XRB).

2. The study focuses on the evolution of the X-ray luminosity to optical luminosity ratio of normal spiral galaxies up to redshift  
z ≈ 1.5, using spectroscopic and photometric redshift samples to filter galaxies by optical luminosity and morphology.

3. Stacking analysis of X-ray data from the CDF-N survey reveals significant detections in the soft X-ray band for galaxies up to  
z ≈ 1.5, with the average X-ray luminosity of these galaxies showing a slight increase with redshift, consistent with heightened  
star formation rates in the past.

4. The study finds that normal spiral galaxies contribute up to 5-10% of the XRB flux in the 0.5-2 keV band, with their average  
X-ray luminosities evolving by a factor of up to 2.5 by z ≈ 1.5, providing constraints on models of X-ray binary production and  
star formation history in galaxies.
</summary>

Figure 7: Test example for numbered points task in Summarization.

## Instruction

The following is a source document.

Source:

one surprising result that has come out of the more than 200 extrasolar planet discoveries to date is the wide range of  
eccentricities observed . unlike our own solar system , many of the extrasolar planets which are not tidally locked to their host  
stars have moderate eccentricities ( @xmath1 ) , and 15 planets have high eccentricities ( @xmath0 ) . these observations have  
spawned several theories as to the origin of highly eccentric extrasolar planets . one such method , planet - planet scattering ,  
occurs when multiple jovian planets form several astronomical units ( au ) from the host star and then interact , leaving one in  
an eccentric orbit and often ejecting the other @xcite . (truncated)

Place the summary between <summary> and </summary>. Please don't generate any introductory comments.

Summary:

#### Response

<summary>
[What is the main point?]: The main point is the investigation of the presence of additional low-mass planets in six highly  
eccentric extrasolar planetary systems using observational data and dynamical simulations.

[Why is it happening?]: This research is happening to understand the architecture of planetary systems, particularly those with  
highly eccentric orbits, and to determine where additional planets could exist in stable orbits.

[Who is involved?]: The study involves astronomers and researchers using data from the Hobby-Eberly Telescope (HET) and other  
observatories, with contributions from various institutions including the University of Texas at Austin, Pennsylvania State  
University, and others.

[When is the action happening?]: The observations and data collection span several years, with specific data points mentioned from  
2004 to 2007.

[Where is the action happening?]: The action is happening at multiple observatories, primarily the Hobby-Eberly Telescope (HET) at  
McDonald Observatory, and also includes data from the Harlan J. Smith Telescope and other sources.
</summary>

Figure 8: Test example for questions task in Summarization.
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## Instruction

The following is a source document.

Source:

the transport properties of nonlinear non - equilibrium dynamical systems are far from well - understood@xcite . \n consider in  
particular so - called ratchet systems which are asymmetric periodic potentials where an ensemble of particles experience directed  
transport@xcite . \n the origins of the interest in this lie in considerations about extracting useful work from unbiased noisy  
fluctuations as seems to happen in biological systems@xcite . (truncated)

Format Instruction: Please summarize the above text in 8 bullet points using the following symbol: • to start each bullet point.  
The total length should be 8 sentences, and each bullet point should have exactly 1 sentences. Place the summary between <summary>  
and </summary>.

Summary:

#### Response

<summary>
• The transport properties of nonlinear non-equilibrium dynamical systems, particularly chaotic deterministic ratchets, are  
complex and sensitive to system parameters and initial conditions.
• Mateos proposed that current reversals in such systems are linked to bifurcations from chaotic to periodic behavior, but Barbi  
and Salerno challenged this, suggesting current reversals can occur without such bifurcations.
• The study investigates the impact of different particle ensembles on the current, showing that the current depends significantly  
on the initial ensemble and the need to discard transients.
• The results indicate that while bifurcations often correspond to abrupt changes in the current, not all bifurcations lead to  
current reversals, and not all current reversals are associated with bifurcations.
• The study finds that single trajectory results can differ significantly from ensemble averages, especially in chaotic regimes,  
highlighting the importance of considering ensemble characteristics.
• The research supports a generalized version of Mateos's conjecture, suggesting that bifurcations are associated with sudden  
current changes, which may or may not lead to current reversals.
• The study emphasizes the need for detailed analysis of specific systems to discover heuristic rules for understanding chaotic  
ratchets.
• The findings suggest that while broad heuristics are rare, understanding ensemble dependence is critical for studying the  
transport properties of chaotic systems.
</summary>

Figure 9: Test example for combination of bullet points and length task in Summarization.

## Instruction

The following is a source document.

Source:

the transport properties of nonlinear non - equilibrium dynamical systems are far from well - understood@xcite . \n consider in  
particular so - called ratchet systems which are asymmetric periodic potentials where an ensemble of particles experience directed  
transport@xcite . \n the origins of the interest in this lie in considerations about extracting useful work from unbiased noisy  
fluctuations as seems to happen in biological systems@xcite . (truncated)

Format Instruction: Please summarize the above text in 8 numbered points where each point starts with a number and numbers follow  
the correct increasing order. The total length should be 8 sentences, and each numbered point should have exactly 1 sentences.  
Place the summary between <summary> and </summary>.

Summary:

#### Response

<summary>
<summary>
1. The transport properties of nonlinear non-equilibrium dynamical systems, particularly chaotic deterministic ratchets, are  
complex and sensitive to system parameters and initial conditions.
2. Mateos proposed that current reversals in such systems are linked to bifurcations from chaotic to periodic behavior, but Barbi  
and Salerno challenged this, suggesting current reversals can occur without such bifurcations.
3. The study investigates the impact of different particle ensembles on the current, showing that the current depends  
significantly on the initial ensemble and the need to discard transients.
4. The results indicate that while bifurcations often correspond to abrupt changes in the current, not all bifurcations lead to  
current reversals, and not all current reversals are associated with bifurcations.
5. The study finds that single trajectory results can differ significantly from ensemble averages, especially in chaotic regimes,  
highlighting the importance of considering ensemble characteristics.
6. The research supports a generalized version of Mateos's conjecture, suggesting that bifurcations are associated with sudden  
current changes, which may or may not lead to current reversals.
7. The study emphasizes the need for detailed analysis of specific systems to discover heuristic rules for understanding chaotic  
ratchets.
8. The findings suggest that while broad heuristics are rare, understanding ensemble dependence is critical for studying the  
transport properties of chaotic systems.
</summary>

Figure 10: Test example for combination of numbered points and length task in Summarization.
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## Instruction

The following is a source document.

Source:

the transport properties of nonlinear non - equilibrium dynamical systems are far from well - understood@xcite . \n consider in  
particular so - called ratchet systems which are asymmetric periodic potentials where an ensemble of particles experience directed  
transport@xcite . \n the origins of the interest in this lie in considerations about extracting useful work from unbiased noisy  
fluctuations as seems to happen in biological systems@xcite . (truncated)

Format Instruction: Please summarize the following text using 8 bullet points and 2 levels of indentation. Each bullet point starts  
with the symbol •, repeated only once. Then, each bullet point should be followed by 1 sub-points, each starting with a tab followed  
by the same symbol •, only repeated once as well. Place the summary between <summary> and </summary>.

Summary:

#### Response

<summary>
<summary>
•• The transport properties of nonlinear non-equilibrium dynamical systems, particularly ratchet systems, are complex and not  
well-understood.

•• Ratchet systems involve asymmetric periodic potentials where particles experience directed transport, with interest stemming  
from extracting work from noisy fluctuations.
•• Recent studies have focused on deterministic chaotic and Hamiltonian ratchets, with chaotic systems being sensitive to initial  
conditions and system parameters.

•• The phase-space structure of these systems is complicated, with stability islands, chaotic seas, and co-existing attractors  
that change with parameters.
•• Mateos proposed a model showing current direction reversal correlated with bifurcations from chaotic to periodic behavior, but this  
was contested by Barbi and Salerno.

•• Barbi and Salerno argued that current reversals could occur without such bifurcations, suggesting stability properties of  
rotating periodic orbits as the cause.
•• The current study investigates the impact of different particle ensembles on the current in a chaotic deterministic ratchet system.

•• It shows that the current depends significantly on the initial ensemble details and emphasizes the importance of discarding  
transients.
•• The study finds that while bifurcations often correspond to abrupt changes in the current, not all bifurcations lead to current  
reversals.

•• It suggests that most current reversals are associated with bifurcations, but not all current changes are reversals.
•• The study highlights the importance of ensemble characteristics in understanding transport properties, especially near bifurcation  
points.

•• It proposes a heuristic that bifurcations correspond to sudden current changes, which may or may not be reversals.
•• The study concludes that while general rules of thumb are useful, the behavior of chaotic ratchets is complex and requires detailed  
consideration of ensemble characteristics.

•• Future research should aim to concretize the reasons for when these heuristics are valid or violated.
•• Acknowledgments are given to various individuals and institutions for their support and discussions.

•• The study references several works in the field of nonlinear physics and complex systems.
</summary>

Figure 11: Test example for indented bullet points task in Summarization.
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## Instruction

I will show you a code snippet. Please add a print statement whenever a new variable is defined, 
following the format below:

print(“X: ”, str(x), “Y: ”: str(Y), …)

where `X` and `Y` should be the newly defined variables.

### Notes:

- If there is no newly defined variables, do not add any print statements.
- If some variables that were initialized previously are assigned with new values, add print statements 
for these variables after the newest assignments, too.
- Do not change any content of the other code
- Overlook the temperature variables like those defined in for loops.

### Response Format

Please include your answer within <ans> and </ans> tags.

### Example

Here is an example for your reference:

#### The code to add print statements

```
def get_last_checkpoint(folder):
    content = os.listdir(folder)
    checkpoints = [
        path
        for path in content
        if _re_checkpoint.search(path) is not None and os.path.isdir(os.path.join(folder, path))
    ]
    if len(checkpoints) == 0:
        return None
    return os.path.join(folder, max(checkpoints, key=lambda x: 
int(_re_checkpoint.search(x).groups()[0])))
```

#### Response

<ans>
def get_last_checkpoint(folder):
    content = os.listdir(folder)
    print("content: ", str(content))
    checkpoints = [
        path
        for path in content
        if _re_checkpoint.search(path) is not None and os.path.isdir(os.path.join(folder, path))
    ]
    print("checkpoints: ", str(checkpoints))
    if len(checkpoints) == 0:
        return None
    return os.path.join(folder, max(checkpoints, key=lambda x: 
int(_re_checkpoint.search(x).groups()[0])))
</ans>

Now, let's get started:

#### The code to add print statements

```
def remove_Occ(s,ch): 
    for i in range(len(s)): 
        if (s[i] == ch): 
            s = s[0 : i] + s[i + 1:] 
            break
    for i in range(len(s) - 1,-1,-1):  
        if (s[i] == ch): 
            s = s[0 : i] + s[i + 1:] 
            break
    return s 
```

#### Response

Figure 12: Test example for add ‘print’ statements task with one-shot prompting.
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## Instruction

I will show you a code snippet. Your task is to replace the name of variables to different ones 
according to the mapping I give to you, and return me back the new code snippet after replacement.

### Response format

Please inclcude your answer within <ans> and </ans> tags.

Here is an example for your reference:

#### Code Snippet

```
def get_last_checkpoint(folder):
    content = os.listdir(folder)
    checkpoints = [
        path
        for path in content
        if _re_checkpoint.search(path) is not None and os.path.isdir(os.path.join(folder, path))
    ]
    if len(checkpoints) == 0:
        return None
    return os.path.join(folder, max(checkpoints, key=lambda x: 
int(_re_checkpoint.search(x).groups()[0])))
```

#### Variable Renaming

```
path -> ppp
content -> ccc
```

#### Response

<ans>
def get_last_checkpoint(folder):
    ccc = os.listdir(folder)
    checkpoints = [
        ppp
        for ppp in ccc
        if _re_checkpoint.search(ppp) is not None and os.path.isdir(os.path.join(folder, ppp))
    ]
    if len(checkpoints) == 0:
        return None
    return os.path.join(folder, max(checkpoints, key=lambda x: 
int(_re_checkpoint.search(x).groups()[0])))
</ans>

Now, let's get started:

#### Code Snippet

```
def remove_Occ(s,ch): 
    for i in range(len(s)): 
        if (s[i] == ch): 
            s = s[0 : i] + s[i + 1:] 
            break
    for i in range(len(s) - 1,-1,-1):  
        if (s[i] == ch): 
            s = s[0 : i] + s[i + 1:] 
            break
    return s
```

#### Variable Renaming

```
s -> str_var
ch -> char_var
i -> index_var
```

#### Response

Figure 13: Test example for replace variables task with one-shot prompting.
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## Instruction

You are an expert programmer. I will show you a programming problem as well as one solution program. 
Please help me to generate **5** groups of test case inputs to this function.

### Response format

1. Your test case inputs should be in the correct python object format so that we can initialize them 
into an argument list by calling `func(*eval(inputs))`.
2. Separate each group of test case inputs simply by new lines.
3. Include all the generated test case inputs within `<ans>` and `</ans>` tags.

Here is an example for your reference:

#### Problem description

Your music player contains N different songs and she wants to listen to L (not necessarily different) 
songs during your trip.  You create a playlist so that:

Every song is played at least once
A song can only be played again only if K other songs have been played

Return the number of possible playlists.  As the answer can be very large, return it modulo 10^9 + 7.

#### Solution program

```
def numMusicPlaylists(N: int, L: int, K: int) -> int:
    s=0
    c=0
    r=0
    x=math.factorial(N)
    while(True):
        c=x*((N-r-K)**(L-K))*(-1)**(r)//(math.factorial(N-r-K)*math.factorial(r))
        if(c!=0):
            s=(s+c)%(10**9+7)
            r+=1
        else:
            return s
```

#### Response

<ans>
[3, 3, 1]
[2, 3, 0]
[2, 3, 1]
[4, 3, 1]
[4, 2, 2]
</ans>

Now, let's get started:

#### Program description

Write a python function to remove first and last occurrence of a given character from the string.

#### Solution program

```
def remove_Occ(s,ch): 
    for i in range(len(s)): 
        if (s[i] == ch): 
            s = s[0 : i] + s[i + 1:] 
            break
    for i in range(len(s) - 1,-1,-1):  
        if (s[i] == ch): 
            s = s[0 : i] + s[i + 1:] 
            break
    return s 
```

#### Response

Figure 14: Test example for test case input generation (easy) task with one-shot prompting. Easy level task
contains only function-based code, whereas the hard level task is mainly composed of problems using standard
input-output stream.
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## Instruction

I will show you a program as well as a group of inputs. Please simulate the execution process of this function, and return me 
back to the outputs.

## Response Format

Please include your final results following the expected output format within <ans> and </ans> tags.

## Notes:

- You can simulate the program step by step via arbitrary formats. Just remember to tag the final results last.
- Please follow the expected output format defined by the program.
- The output(s) should be in proper python object so that we can use `eval(x)` to initialize it/them.
- The values of different arguments are separated by commas.

Here is an example for your reference:

### Code snippet

```
def maxScore(cardPoints: List[int], k: int) -> int:
    max_score = 0
    curr_score= 0
    init_hand = cardPoints[len(cardPoints)-k:]
    max_score = sum(init_hand)
    curr_score = max_score
    for i in range(k):
        curr_score -= init_hand[i]
        curr_score += cardPoints[i]
        if curr_score > max_score:
            max_score = curr_score
    return max_score
```

### Inputs

```
[1,2,3,4,5,6,1], 3
```

### Response

Let's think step by step.
1. Initialize `max_score` and `curr_score` to 0.
2. Initialize `init_hand` to the last `k` elements of `cardPoints`. As a result, we have `init_hand = [5,6,1]`.
3. Initialize `max_score` to the sum of `init_hand`. As a result, we have `max_score = 12`.
4. Initialize `curr_score` to `max_score`. As a result, we have `curr_score = 12`.
5. Iterate over the range of `k`:
    - In the first iteration, we have `i = 0`.
    - Update `curr_score` by subtracting the first element of `init_hand` and adding the first element of `cardPoints`. As a 
result, we have `curr_score = 12 - 5 + 1 = 8`.
    - Check if `curr_score` is greater than `max_score`. Since `8` is not greater than `12`, we don't update `max_score`.
    - In the second iteration, we have `i = 1`.
    - Update `curr_score` by subtracting the second element of `init_hand` and adding the second element of `cardPoints`. As a 
result, we have `curr_score = 8 - 6 + 2 = 4`.
    - Check if `curr_score` is greater than `max_score`. Since `4` is not greater than `12`, we don't update `max_score`.
    - In the third iteration, we have `i = 2`.
    - Update `curr_score` by subtracting the third element of `init_hand` and adding the third element of `cardPoints`. As a 
result, we have `curr_score = 4 - 1 + 3 = 6`.
    - Check if `curr_score` is greater than `max_score`. Since `6` is not greater than `12`, we don't update `max_score`.
6. Return `max_score`. As a result, we have `12`.

So the final result is
<ans>
12
</ans>
----

Now, let's get started:

### Code snippet

```
def remove_Occ(s,ch): 
    for i in range(len(s)): 
        if (s[i] == ch): 
            s = s[0 : i] + s[i + 1:] 
            break
    for i in range(len(s) - 1,-1,-1):  
        if (s[i] == ch): 
            s = s[0 : i] + s[i + 1:] 
            break
    return s 
```

### Inputs

```
"hello", "l"
```

### Response

Figure 15: Test example for simulate execution task with one-shot prompting.
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