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Abstract

While reinforcement learning (RL) holds great potential for decision making in the
real world, it suffers from a number of unique difficulties which often need specific
consideration. In particular: it is highly non-stationary; suffers from high degrees
of plasticity loss; and requires exploration to prevent premature convergence to
local optima and maximize return. In this paper, we consider whether learned opti-
mization can help overcome these problems. Our method, Learned Optimization
for Plasticity, Exploration and Non-stationarity (OPE, meta-learns an update
rule whose input features and output structure are informed by previously proposed
solutions to these difficulties. We show that our parameterization is flexible enough
to enable meta-learning in diverse learning contexts, including the ability to use
stochasticity for exploration. Our experiments demonstrate that when meta-trained
on single and small sets of environments, OPEN outperforms or equals traditionally
used optimizers. Furthermore, OPEN shows strong generalization characteristics
across a range of environments and agent architectures.

1 Introduction

Reinforcement learning [[I, RL] has undergone significant advances in recent years, scaling from
solving complex games [2l 3] towards approaching real world applications [4-7]]. However, RL is
limited by a number of difficulties which are not present in other machine learning domains, requiring
the development of numerous hand-crafted workarounds to maximize its performance.

Here, we take inspiration from three difficulties of RL: non-stationarity due to continuously changing
input and output distributions [8]; high degrees of plasticity loss limiting model capacities [9, 10];
and exploration, which is needed to ensure an agent does not converge to local optima prematurely
[} [11]]. Overcoming these challenges could enable drastic improvements in the performance of
RL, potentially reducing the barriers to applications of RL in the real-world. Thus far, approaches
to tackle these problems have relied on human intuition to find hand-crafted solutions. However,
this is fundamentally limited by human understanding. Meta-RL [12] offers an alternative in which
RL algorithms themselves are learned from data rather than designed by hand. Meta-learned RL
algorithms have previously demonstrated improved performance over hand-crafted ones [[13H15]].

On a related note, learned optimization has proven successful in supervised and unsupervised learning
(e.g., VeLO [16]]). Learned optimizers are generally parameterized update rules trained to outperform
handcrafted algorithms like gradient descent. However, current learned optimizers perform poorly in
RL [16}17]. While some may argue that RL is simply an out-of-distribution task [16]], the lack of
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consideration for, and inability to target, specific difficulties of RL in naive learned optimizers leads
us to believe that they would still underperform even if RL were in the training distribution.

We propose an algorithm, shown in Figure[T] for meta-learning optimizers specifically for RL called
Learned Optimization for Plasticity, Exploration and Nonstationarity (OPEN). OPEN meta-learns
update rules whose inputs are rooted in previously proposed solutions to the difficulties above, and
whose outputs use learnable stochasticity to boost exploration. OPEN is trained to maximize final
return only, meaning it does not use regularization to mitigate the difficulties it is designed around.

In our results (Section[6), we benchmark OPEN against handcrafted optimizers (Adam [18]], RMSProp
[19]), open-source discovered/learned optimizers (Lion [20], VeLO [16]) and baseline learned
optimizers trained for RL (Optim4RL [[17]], ‘No Features’). We show that OPEN can fit to single and
small sets of environments and also generalize in- and out-of-support of its training distribution. We
further find that OPEN generalizes better than Adam [18]] to gridworlds and Craftax-Classic [21]].
Therefore, our novel approach of increasing optimizer flexibility via extra inputs and an exploration-
driven output, rather than enforcing more structured updates, enables significant performance gains.
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Figure 1: A visualization of OPEN. We train [V agents, replacing the handcrafted optimizer of the
RL loop with ones sampled from the meta-learner (i.e., evolution). Each optimizer conditions on
gradient, momentum and additional inputs, detailed in Section to calculate updates. The final
returns from each loop are output to the meta learner, which improves the optimizer before repeating
the process. A single inner loop step is described algorithmically in Appendix

2 Background

Reinforcement Learning The RL problem is formulated as a Markov Decision Process 1, MDP]
described by the tuple (A, S, P, R, p,~). At discrete timestep ¢, the agent takes action a; € A
sampled from its (possibly stochastic) policy, 7 (:|s;) € II, which conditions on the current state
st € S (where sg ~ p). After each action, the agent receives reward R(s;, a;) and the state transitions
to stt1, based on the transition dynamics P(s:41|st, a:). An agent’s objective is to maximize its
discounted expected return, J™, corresponding to a discount factor y € [0, 1), which prevents the
agent making myopic decisions. This is defined as
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Proximal policy optimization [22, PPO] is an algorithm designed to maximize J™. It uses advantage,
A" (s, a), which is calculated from the state value function, V™ = Er[>";° 7" R:|S; = s], and state-
action value function, Q™ (s,a) = E-[>";° v R:|S: = s, Ay = a]. It measures the improvement of
a specific action over the current policy and takes the form

A" (s,a) = Q™ (s,a) — V7 (s). 2)

PPO introduces a loss for optimizing the policy, parameterized by 6, that prevents extreme policy
updates in gradient ascent. This uses clipping, which ensures there is no benefit to updating 6 beyond
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where the policy probability ratio, r¢(0) = %’JSF)), exceeds the range [1 + €]. The clipped loss is
o1a \ OISt
LEHIP(9) = E [min(r (0) A™ (s¢, ar), clip(r¢(0), 1 + €) A™ (s, ay))] - ?3)

PPO is an actor-critic [1]] method, where the policy and value functions are modeled with different
neural networks, or separate heads of the same neural network, conditioning on state. The PPO
objective to maximize combines the clipped loss, a value function error, and an entropy bonus into

Le(8) = E[LFHT(8) — e LY (8) + e2S[mo] (s0)]. 4)



Meta-Learning Optimizers in RL.  Algorithms like Adam [18]] or RMSprop [19]] are designed to
maximize an objective by updating the parameters of a neural network in the direction of positive
gradient with respect to the function. They are often applied with augmentations such as momentum
or learning rate schedules to better converge to optima. Learned optimizers offer an alternative:
parameterized update rules, conditioning on more than just gradient, which are trained to maximize
an objective [23. 16| 24]. For any parameterized optimizer opt ,, which conditions on a set of inputs

x, the update rule to produce update » can be described as a function, opt ¢(m) — U

We treat learning to optimize as a meta-RL problem [12]]. In meta-RL, the goal is to maximize
J™ over a distribution of MDPs P(M). For our task, an optimizer trained to maximize J(¢) =
En [J7[opt,] yields the optimal meta-parameterization opt,..

Evolution Strategies Evolution algorithms (EA) are a backpropagation-free, black-box method for
optimization [25]] which uses a population of perturbed parameters sampled from a distribution (here,
0 ~ N(0,02I)). This population is used to maximize a fitness F(-). EA encompasses a range of
techniques (e.g., evolution strategies (ES) [26] 27], genetic algorithms [28] or CMA-ES [29]).

Natural evolution strategies (NES) [30] are a class of ES methods that use the population fitness
to estimate a natural gradient for the mean parameters, 6. This can then be optimized with typical
gradient ascent algorithms like Adam [18]]. Salimans et al. [26]] introduce OpenAl ES for optimizing
6 using the estimator
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which is approximated using a population average. In practice, we use antithetic sampling (i.e., for
each sampled ¢, evaluating +€ and —e) [31]. Antithetic task sampling enables learning on a task
distribution, by evaluating and ranking each antithetic pair on different tasks [32]].

Historically, RL was too slow for ES to be practical for meta-training. However, PureJaxRL [[15] re-
cently demonstrated the feasibility of ES for meta-RL, owing to the speedup enabled by vectorization
in Jax [33]]. We use the implementation of OpenAl ES [26] from evosax [34].

3 Related Work

3.1 Optimization in RL

Wilson et al. [35] and Reddi et al. [36] show that adaptive optimizers struggle in highly stochastic
processes. Henderson et al. [37] indicate that, unlike other learning regimes, RL is sufficiently
stochastic for these findings to apply, which suggests RL-specific optimizers could be beneficial.

The idea that optimizers designed for supervised learning may not perfectly transfer to RL is reflected
by Bengio et al. [38]], who propose an amended momentum suitable for temporal difference learning
[39]. This is related to work by Sarigiil and Avci [40], who explore the impact of different types of
momentum on RL. While these works motivate designing optimization techniques specifically for RL,
we take a more expressive approach by replacing the whole optimizer instead of just its momentum
calculation, and using meta-learning to fit our optimizer to data rather than relying on potentially
suboptimal human intuition.

3.2 Meta-learning

Discovering RL Algorithms Rather than using handcrafted algorithms, a recent objective in
meta-RL is discovering RL algorithms from data. While there are many successes in this area (e.g.,
Learned Policy Gradient [[13, LPG], MetaGenRL [14]], Active Adaptive Perception [41] and Learned
Policy Optimisation [[15, LPO]J), we focus on meta-learning a replacement to the optimizer due to the
outsized impact a learned update rule can have on learning. We also use specific difficulties of RL to
guide the design of our method, rather than simply applying end-to-end learning.

Jackson et al. [32] learn temporally-aware versions of LPO and LPG. While their approach offers
inspiration for dealing with non-stationarity in RL, they also rely on Adam [18]], an optimizer designed
for stationarity that is suboptimal for RL [9]. Instead, we propose replacing the optimizer itself with
an expressive and dynamic update rule that is not subject to these problems.



Learned Optimization Learning to optimize [23| 42} 43| L.20] strives to learn replacements to
handcrafted gradient-based optimizers like Adam [18]], generally using neural networks (e.g., [24} 44—
46l). While they show strong performance in supervised and unsupervised learning [16,47], previous
learned optimizers do not consider the innate difficulties of RL, limiting transferability. Furthermore,
while VeLO used 4000 TPU-months of compute [16], OPEN requires on the order of one GPU-month.

Lion [20] is a symbolic optimizer discovered by evolution that outperforms AdamW [48]] using a
similar update expression. While the simplistic, symbolic form of Lion lets it generalize to RL better
than most learned optimizers, it cannot condition on features additional to gradient and parameter
value. This limits its expressibility, ability to target the difficulties of RL and, therefore, performance.

Learned Optimization in RL Learned optimization in RL is significantly more difficult than in
other learning domains due to the problems outlined in section[d] For this reason, SOTA learned
optimizers fail in transfer to RL [[16]. Optim4RL [17] attempts to solve this issue by learning
to optimize directly in RL. However, in their tests and ours, Optim4RL fails to consistently beat
handcrafted benchmarks. Also, it relies on a heavily constrained update expression based on Adam
[L8], and it needs expensive learning rate tuning. Instead, we achieve much stronger results with a
completely black-box setup inspired by preexisting methods for mitigating specific difficulties in RL.

4 Difficulties in RL

We believe that fundamental differences exist between RL and other learning paradigms which make
RL particularly difficult. Here, we briefly cover a specific set of prominent difficulties in RL, which
are detailed with additional references in appendix [A] Our method takes inspiration from handcrafted
heuristics targeting these challenges (Section[5.3)). We show via thorough ablation (Section [7)) that
explicitly formulating our method around these difficulties leads to significant performance gains.

(Problem 1) Non-stationarity RL is subject to non-stationarity over the training process [1]] as the
updating agent causes changes to the training distribution. We denote this training non-stationarity.
Lyle et al. [9] suggest optimizers designed for stationary settings struggle under nonstationarity.

Plasticity loss Plasticity loss, or the inability to fit new objectives during training,
has been a theme in recent deep RL literature [9} 49, 50, [10]. Here, we focus on dormancy [49], a
measurement tracking inactive neurons used as a metric for plasticity loss [10,51H53]. It is defined as
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where hl(z) is the activation of neuron i in layer [ with input z € D for distribution D. H' is the

total number of neurons in layer [. The denominator normalizes average dormancy to 1 in each layer.

A neuron is 7-dormant if s. < 7, meaning the neuron’s output makes up less than 7 of its layer’s
output. For ReLU activation functions, 7 = 0 means a neuron is in the saturated part of the ReLU.
Sokar et al. [49] find that dormant neurons generally stay dormant throughout training, motivating
approaches which try to reactivate dormant neurons to boost plasticity.

(Problem 3) Exploration Exploration is a key problem in RL [[1]]. To prevent premature conver-
gence to local optima, and thus maximize final return, an agent must explore uncertain states and
actions. Here, we focus on parameter space noise for exploration [[11], where noise is applied to the
parameters of the agent rather than to its output actions, like e-greedy [[1]].

5 Method

There are three key considerations when doing learned optimization for RL: what architecture to use;
how to train the optimizer; and what inputs the optimizer should condition on. In this section, we
systematically consider each of these questions to construct OPEN, with justification for each of our
decisions grounded in our core difficulties of RL.

5.1 Architecture and Parameterization

To enable conditioning on history, which is required to express behavior like momentum, for example,
OPEN uses a gated recurrent unit [54, GRU]. This is followed by two fully connected layers with



LayerNorm [55], which we include for stability. All layers are small; this is important for limiting
memory usage, since the GRU stores separate states for every agent parameter, and for maintaining
computational efficiency [45]. We visualize and detail the architecture of OPEN in Appendix [B]

Update Expression We split the calculation of the update in OPEN into three stages, each of which
serves a different purpose. The first stage, which follows Metz et al. [24], is

U; = oymy; exp age;, @)

where m; and e; are optimizer outputs for parameter ¢, and (1 2y are small scaling factors used for
stability. This update can cover many orders of magnitude without requiring large network outputs.

(P3) Secondly, we augment the update rule for the actor only to increase exploration; there is no
need for the critic to explore. We take inspiration from parameter space noise for exploration [[11]],
since it can easily be applied via the optimizer. To be precise, we augment the actor’s update as

~actor, new ,__ ~actor actor
U, = 43 + a3 6ie. ®)

Here, a3 is a small, stabilizing scaling factor, is a third output from the optimizer, and € ~
N(0,1) is sampled Gaussian noise. By multiplying §2°°" and €, we introduce a random walk of
learned, per-parameter variance to the update which can be used for exploration. Since 62" depends
on the optimizer’s inputs, this can potentially learn complex interactions between the noise schedule
and the features outlined in Section[5.3] Unlike Plappert et al. [11]], who remove and resample noise
between rollouts, OPEN adds permanent noise to the parameters. This benefits plasticity loss (i.e.,
), in principle enabling the optimizer to reactivate dormant neurons in the absence of gradient.

actor
52’

Unfortunately, naive application of the above updates can cause errors as, even without stochasticity,
agent parameters can grow to a point of numerical instability. This causes difficulty in domains with
continuous action spaces, where action selection can involve exponentiation to get a non-negative
standard deviation. Therefore, the final update stage stabilizes meta-optimization by zero-meaning, as

u=1i-— E[d)]. )

While this limits the update’s expressiveness, we find that even traditional optimizers tend to produce

nearly zero-mean updates. In practice, this enables learning in environments with continuous actions
(t+1)

without harming performance for discrete actions. Parameter ¢ is updated as p, = pgt) — Uj.

5.2 Training

We train our optimizers with OpenAl ES [26l], using final return as the fitness. We apply the
commonly-used rank transform, which involves mapping rankings over the population to the range
[—0.5, 0.5], to the fitnesses before estimating the ES gradient; this is a form of fitness shaping [30, 26]],
and makes learning both easier and invariant to reward scale.

For training on multiple environments simultaneously (i.e., multi-task training, Section[6), we evaluate
every member of the population on all environments. After evaluation, we: 1) Divide by the return
Adam achieves in each environment; 2) Average the scores over environments; 3) Do a rank transform.
Normalizing by Adam maps returns to a roughly common scale, enabling comparison between diverse
environments. However, this biases learning to environments where Adam underperforms OPEN. We
believe finding better curricula for multi-task training would be highly impactful future work.

5.3 Inputs

Carefully selecting which inputs to condition OPEN on is crucial; they should be sufficiently expres-
sive without significantly increasing the computational cost or meta-learning sample requirements of
the optimizer, and should allow the trained optimizers to surgically target specific problems in RL. To
satisfy these requirements, we take inspiration from prior work addressing our focal difficulties of RL.
In spirit, we distill current methods to a ‘lowest common denominator’ which is cheap to calculate.
We provide additional details of how these features are calculated in Appendix [B.2}

(P1) Two training timescales Many learned optimizers for stationary problems incorporate some
version of progress through training as an input [16} 45| |46]]. Since PPO learns from successively
collected, stationary batches of data [56], we condition OPEN on how far it is through updating with



the current batch (i.e., batch proportion). This enables behavior like learning rate scheduling, which
has proved effective in stationary problems (e.g., [57,158]]), and bias correction from Adam to account
for inaccurate momentum estimates [18]].

Inspired by Jackson et al. [32], who demonstrate the efficacy of learning dynamic versions of LPG
[13] and LPO [15]], we also condition OPEN on how far the current batch is through the total number
of batches to be collected (i.e., training proportion). This directly targets training non-stationarity.

Layer Proportion Nikishin et al. [59}160] operate on higher (i.e., closer to the output) network
layers in their attempts to address plasticity loss in RL. Furthermore, they treat intervention depth as
a hyperparameter. To replicate this, and enable varied behavior between the different layers of an
agent’s network, we condition OPEN on the relative position of the parameter’s layer in the network.

Dormancy As Sokar et al. [49] reinitialize T-dormant neurons, we condition OPEN directly on
dormancys; this enables similar behavior by allowing OPEN to react as neurons become more dormant.
In fact, in tandem with learnable stochasticity, this enables OPEN to reinitialize dormant neurons, just
like Sokar et al. [49]]. Since dormancy is calculated for neurons, rather than parameters, we use the
value of dormancy for the neuron downstream of each parameter.

6 Results
In this section, we benchmark OPEN against a plethora of baselines on large-scale training domains.

6.1 Experimental Setup

Due to computational constraints, we meta-train an optimizer on a single random seed without ES
hyperparameter tuning. This follows standard evaluation protocols in learned optimization (e.g.,
[L6}[17,147]), which are also constrained by the high computational cost of meta-learned optimization.
We provide the cost of experiments in Appendix |J| including a comparison of runtimes with other
optimizers. We detail hyperparameters in Appendix [C.5] We define four evaluation domains, based
on Kirk et al. [61], in which an effective learned optimization framework should prove competent:

Single-Task Training A learned optimizer must be capable of fitting to a single environment, and
being evaluated in the same environment, to demonstrate it is expressive enough to learn an update
rule. We test this in five environments: Breakout, Asterix, Space Invaders and Freeway from MinAtar
[62,163]]; and Ant from Brax [64}65]. This is referred to as ‘singleton’ training in Kirk et al. [61].

Multi-Task Training To show an optimizer is able to perform under a wide input distribution,
it must be able to learn in a number of environments simultaneously. Therefore, we evaluate
performance from training in all four environments from MinAtar [62} 63 We evaluate the average
normalized score across environments with respect to Adam.

In-Distribution Task Generalization An optimizer should generalize to unseen tasks within its
training distribution. To this end, we train OPEN on a distribution of gridworlds from Jackson et al.
[66] with antithetic task sampling [32]], and evaluate performance by sampling tasks from the same
distribution. We include details in Appendix [D]

Out-Of-Support Task Generalization Crucially, an optimizer unable to generalize to new settings
has limited real-world usefulness. Therefore, we explore out-of-support (OOS) generalization by
testing OPEN on specific gridworld distributions defined by Oh et al. [13]], and a set of mazes from
minigrid [67]] which are not in the training distribution, with unseen agent parameters. Furthermore,
we test how OPEN performs 0-shot in Craftax-Classic [21], a Jax reimplementation of Crafter [68]].

Baselines We compare against open-source implementations [69] of Adam [18], RMSProp [19],
Lion [20] and VeLO [16,45]. We also learn two optimizers for the single- and multi-task settings:
‘No Features’, which only conditions on gradient and momentum; and Optim4RL [[17] (using ES
instead of meta-gradients, as in Lan et al. [17]). Since Optim4RL is initialized close to sgn(Adam),
and tuning its learning rate is too practically expensive, we set a learning rate of 0.1 x LRag4am based
on Lion [20] (which moves from AdamW to sgn(AdamW)). The optimizer’s weights can be scaled to
compensate if this is suboptimal. We primarily consider interquartile mean (IQM) of final return with
95% stratified bootstrap confidence intervals [[70]. All hyperparameters can be found in Appendix

2Seaquest, which is a part of MinAtar [62]], does not have a working implementation in gymnax [63].



6.2 Single-Task Training Results

Figure 2] shows the performance of OPEN after single-task training. In three MinAtar environments,
OPEN significantly outperform all baselines, far exceeding previous attempts at learned optimization
for RL. Additionally, OPEN beat both learned optimizers in every environment. Overall, these
experiments show the capability of OPEN to learn highly performant update rules for RL.

Return curves (Appendix [E) show that OPEN does not always achieve high returns from the start
of training. Instead, OPEN can sacrifice greedy, short-term gains in favor of long-term final return,
possibly due to its dynamic update rule. We further analyze the optimizers’ behavior in Appendix [
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Figure 2: IQM of final returns for the five single-task training environments, evaluated over 16 random

environment seeds. We plot 95% stratified bootstrap confidence intervals for each environment.
6.3 Multi-Task Training Results

Figure [3] shows each optimizer’s ability to fit to multiple MinAtar environments [63] [62]], where
handcrafted optimizers are tuned per-environment. We normalize returns with respect to Adam, and
aggregate scores over environments to give a single performance metric. Here, we increase the size
of the learned optimizers, with details in Appendix [B.3] In addition to IQM, we consider the mean
normalized return to explore the existence of outliers (which often correspond to asterix, where
OPEN strongly outperforms Adam), and optimality gap, a metric from Agarwal et al. [70] measuring
how close to optimal algorithms are. Unlike single-task training, where optimizers are trained until
convergence, we run multi-task experiments for a fixed number of generations (300) to limit compute.

OPEN drastically outperforms every optimizer for multi-task training. In particular, OPEN produces
the only optimizer with an aggregate score higher than Adam, demonstrating its ability to learn
highly expressive update rules which can fit to a range of contexts; no other learned optimizers get
close to OPEN in fitting to multiple environments simultaneously. As expected, OPEN prioritizes
optimization in asterix and breakout, according to the return curves (Appendix [G); we believe better
curricula would help to overcome this issue. Interestingly, Optim4RL seems to perform better in
the multi-task setting than the single-task setting. This may be due to the increased number of
meta-training samples.
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Figure 3: Mean, IQM and optimality gap (smaller = better), evaluated over 16 random seeds per
environment for the aggregated, Adam-normalized final returns after multi-task training on MinAtar
(62, 163]]. We plot 95% stratified bootstrap confidence intervals for each metric.

6.4 Generalization

Figure ] shows OPEN’s ability to generalize in a gridworld setting. We explore in-distribution
generalization on the left, and OOS generalization on the right, where the top row (rand_dense,
rand_sparse and rand_long) are from LPG [13}166] and the bottom row are 3 mazes from Minigrid
[67.166]. We explore an additional dimension of OOS generalization in the agent’s network hidden
size; OPEN only saw agents with network hidden sizes of 16 in training, but is tested on larger and
smaller agents. We include similar tests for OOS training lengths in Appendix [Hl We normalize
OPEN against Adam, which was tuned for the same distribution and agent that OPEN learned for.
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Figure 4: IQM of return, normalized by Adam, in seven gridworlds, with 95% stratified bootstrap
confidence intervals for 64 random seeds. On the left, we show performance in the distribution OPEN
and Adam were trained and tuned in. On the right, we show OOS performance: the top row shows
gridworlds from Oh et al. [13], and the bottom row shows mazes from Chevalier-Boisvert et al. [67].
We mark Hidden Size = 16 as the in-distribution agent size for OPEN and Adam.

OPEN learns update rules that consistently outperform Adam in-distribution and out-of-support
with regards to both the agent and environment; in every OOS environment and agent size, OPEN
outperformed Adam. In fact, in all but rand_dense, its generalization improves compared to Adam
for some different agent widths, increasing its normalized return. In combination with our findings
from Section [6.3] which demonstrate our approach can learn expressive update rules for hard,
diverse environments, these results demonstrate the effectiveness of OPEN: if trained on a wide
enough distribution, OPEN has the potential to generalize across a wide array of RL problems.
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Finally, in Figure [5} we test how the optimizer

trained above (i.e., for Figure Ef[) transfers to

Craftax-Classic, an environment with completely 125
different dynamics, 0-shot. We compare against 100
two baselines: Adam (0-shot), where we tune the '

hyperparameters of Adam on the distribution of 75

gridworlds that OPEN was trained on; and Adam
(Tuned), where the Adam and PPO hyperparame- 5.0
ters are tuned directly in Craftax-Classic. The latter

Return

gives an idea of the maximum achievable return. 2.5 o giaE",I‘ ((Tou;]:s:)
We find that OPEN transfers significantly better 0.0 — Adam (0-shot)
than Adam when both are tuned in the same

distribution of environments, and performs only 0 1 2 3
marginally worse than Adam tuned directly in- Frames 1e7

distribution. These results exemplify the generaliza- Figure 5: A comparison of OPEN and Adam
tion capabilities of OPEN and lay the foundation for with and without hyperparameter tuning in
learning a large scale ‘foundation’ optimizer which Craftax-Classic. We plot mean return over 32
could be used for a wide range of RL problems. seeds. Standard error is negligible (< 0.06).

7 Ablation Study

In our ablation study, we explore how each constituent of OPEN contributes to improved performance.
Firstly, we focus on two specific, measurable challenges: plasticity loss and exploration. Subsequently,
we verify that OPEN can be meta-trained for an RL algorithm besides PPO.

7.1 Individual Ablations

We ablate each individual design decision of OPEN in Figure[6] For each ablation, we train 17
optimizers in a shortened version of Breakout [62, [63]] and evaluate performance after 64 PPO
training runs per optimizer. Further details of the ablation methodology are in Appendix



While measuring plasticity loss is important, dormancy alone is not an appropriate performance
metric; a newly initialized network has near-zero dormancy but poor performance. Instead, we
include dormancy here as one possible justification for why some elements of OPEN are useful.

(P1) Ablating training proportion directly disables the optimizer’s ability to tackle training non-
stationarity. Similarly, removing batch proportion prevents dynamic behavior within a (stationary)
batch. The corresponding decreases in performance show that both timescales of non-stationarity are
beneficial, potentially overcoming the impact of non-stationarity in RL.

Removing dormancy as an input has a drastic impact on the agent’s return, corresponding to a
large increase in plasticity loss. While dormancy plays no direct role in the optimizer’s meta-objective,
including it as an input gives the optimizer the capability to react as neurons grow dormant, as desired.

Not conditioning on layer proportion has a negative effect on final return. The increase in
dormancy from its removal suggests that allowing the optimizer to behave differently for each layer
in the network has some positive impact on plasticity loss.

/(P3)  Stochasticity benefits are two-fold: besides enhancing exploration (Section[7.2)), it notably
lowers dormancy. Though limited to the actor, this reduction likely also contributes to improve return.

No Features 1 I 1

|
No Stochasticity 1 ! : 1

P ; |
No Training Proportion 1 1
No Batch Proportion — = ] g

No Dormancy L L  ——
No Layer Proportion 1 1
OPEN * *

96 104 112 120 128 16 24 32 40
Final Return Dormant Neurons [%]

Figure 6: IQM of mean final return for 17 trained optimizers per ablation, evaluated on 64 random
seeds each, alongside mean 7 = 0 dormancy for optimizers in the interquartile range. We show 95%
stratified bootstrap confidence intervals.

7.2 Exploration +0.8

(P3) We verify the benefits of learnable stochas- +0.7
ticity in Deep Sea, an environment from bsuite +0.6
[711163]] designed to analyze exploration. This en- +0.5
vironment returns a small penalty for each right +04
action but gives a large positive reward if right is 03
selected for every action. Therefore, agents need to '

explore beyond the local optimum of ‘left at each *0.2
timestep’ to maximize return. Deep Sea’s size can +0.1

Improvement with Stochasticity

be varied, such that an agent needs to take more 0.0 =000 tmm—fmmmm—m—mm e
consecutive right actions to receive reward. 01
Naively applying OPEN to Deep Sea struggles; we 0.2

posit that optimizing towards the gradient can be
detrimental to the actor since the gradient leads to
a local optimum, whereas in the critic the gradient
always points to (beneficially) more accurate value
functions. Therefore, we augment OPEN to learn
different updates for the actor and critic (‘sepa-
rated’). In Figure[7] we show the disparity between
a separated optimizer trained with and without learnable stochasticity after training for sizes between
[4, 26] in a small number of generations (48), noting that larger sizes are OOS for the optimizer. We
include full results in Appendix [[.2}

10 20 30 40 50
Deep Sea Size
Figure 7: IQM performance improvement of
an optimizer with learnable stochasticity over
one without. We plot 95% stratified bootstrap
confidence intervals over 128 random seeds.

The optimizer with learnable stochasticity consistently achieves higher return in large environments
compared to without, suggesting significant exploration benefits. In fact, our analysis (Appendix [F.3)
finds that, despite being unaware of size, stochasticity increases in larger environments. In other
words, the optimizer promotes more exploration when size increases. However, stochasticity does



marginally reduce performance in smaller environments; this may be due to the optimizer promoting
exploration even after achieving maximum reward, rather than converging to the optimal policy.

7.3 Alternative RL Algorithm
asterix (PQN)
To ensure that OPEN can learn for algorithms be-

yond PPO, and thus is applicable to a wider range Adam I :
of scenarios, we explore learning an optimizer for

PQN [72] in Figure 8] PQN is a vectorized and  opgp -
simplified alternative to DQN [73]. We include

analysis and the return curve in Appendix [, and 34 36 38 40 42
hyperparameters in Appendix [C] Figure 8: IQM of final return for Adam and
OPEN after training PQN in Asterix. We plot

95% stratified bootstrap confidence intervals
over 64 seeds.

We find that, in our single meta-training run, OPEN
is able to outperform Adam by a significant mar-
gin. Therefore, while PPO was the principle RL
algorithm for our experiments, our design decisions for OPEN are applicable to a wider class of RL
algorithms. While exploring the ability of OPEN to learn for other common RL algorithms would be
useful, Figure [§|provides a confirmation of the versatility of our method.

8 Limitations and Future Work

While OPEN demonstrates strong success in learning a multi-task objective, our current approach
of normalizing returns by Adam biases updates towards environments where Adam underperforms
learned optimizers. We believe developing better curricula for learning in this settings, akin to
unsupervised environment design [[66, [74]], would be highly impactful future work. This may unlock
the potential for larger scale experiments with wider distributions of meta-training environments.
Additionally, the OPEN framework need not be limited to the specific difficulties we focus on here.
Exploring ways to include other difficulties of RL which can be measured and incorporated into
the framework (e.g., sample efficiency or generalization capabilities of a policy) could potentially
elevate the usefulness of OPEN even further. Finally, while we show that OPEN can learn for different
RL algorithms, further testing with other popular algorithms (e.g., SAC [75]], A2C [76l]) would be
insightful. Furthermore, training OPEN on many RL algorithms simultaneously could unlock a truly
generalist learned optimization algorithm for RL. Successfully synthesizing these proposals with
additional scale will potentially produce a universal and performant learned optimizer for RL.

9 Conclusion

In this paper, we set out to address some of the major difficulties in RL by meta-learning update
rules directly for RL. In particular, we focused on three main challenges: non-stationarity, plasticity
loss, and exploration. To do so, we proposed OPEN, a method to train parameterized optimizers that
conditions on a set of inputs and uses learnable stochasticity in its output, to specifically target these
difficulties. We showed that our method outperforms a range of baselines in four problem settings
designed to show the expressibility and generalizability of learned optimizers in RL. Finally, we
demonstrated that each design decision of OPEN improved the performance of the optimizer in an
ablation study, that the stochasticity in our update expression significantly benefited exploration, and
that OPEN was sufficiently versatile to learn with different RL algorithms.
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A Additional Details: Difficulties in RL

(Problem 1) Non-stationarity Igl et al. [8]] highlights different sources of non-stationarity across a
range of RL algorithms. For PPO, non-stationary arises due to a changing state visitation distribution,
the target value function V™ (s) depending on the updating policy and bootstrapping from the
generalized advantage estimate [77]]. Since PPO batches rollouts, non-stationarity occurs between
each batch; within the same batch, the agent solves a stationary problem. As the non-stationarity
occurs over the course of training, we denote it training non-stationarity.

Optimizers designed for stationarity, like Adam [18]], have been shown to struggle in non-stationary
settings [9] and techniques to deal with non-stationarity have been proposed. Asadi et al. [[78] prevent
contamination between batches by resetting their optimizer state, including resetting their momentum.
However, this handcrafted approach is potentially too severe, as it fails to take advantage of potentially
useful commonality between batches.

Plasticity loss Plasticity loss, which refers to an inability to fit to new objective over
the course of training, is an important problem in RL. As an agent learns, both its input and target
distributions change (i.e., nonstationarity, (P1)). This means the agent needs to fit new objectives
during training, emphasizing the importance of maintaining plasticity throughout training. Therefore,
there have been many handcrafted attempts to reduce plasticity loss in RL. Abbas et al. [S3] find that
different activation functions can help prevent plasticity loss, Obando-Ceron et al. [79] suggest using
smaller batches to increase plasticity and Nikishin et al. [[60]] introduces new output heads throughout
training. Many have demonstrated the effectiveness of resetting parts of the network [80, |59} 181} 49],
though this runs the risk of losing some previously learned, useful information. Additionally, these
approaches are all hyperparameter-dependent and unlikely to eliminate plasticity loss robustly.

(Problem 3) Exploration Exploration in RL has a rich history of methodologies: [82H84], to name
a few. While there are simple, heuristic approaches, like e-greedy [1]], recent methods have been
designed to deal with complex, high dimensional domains. These include count based methods
[85. 861, learned exploration models [87, |88] or using variational techniques [89]. Parameter space
noise [11] involves noising each parameter in an agent to enable exploration across different rollouts
while behaving consistently within a given rollout. This inspired our approach to exploration since it
is algorithm-agnostic and can be implemented directly in the optimizer.
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B Optimizer Details

B.1 Algorithm

We detail an example update step when using OPEN. We use notation from Appendix [B.2] and use
2&BU o refer to the GRU hidden state at update ¢. In this algorithm, we assume the dormancy for
each neuron has been tiled over the relevant parameters. In practice, we build our optimizer around
the library fromMetz et al. [45]].

Algorithm 1: Example update step from OPEN.

Given: OPt, Nbatch’ Nminibatches: L, H, ﬂs a1, g, (3
Input: g;, m;_,, p;, t, dormancies;, h, z& U
Output: (p41, my, z{' )

/* Compute new momentums */
for each 3 do
‘ mf:ﬁxmtﬂq‘*‘(l—/j)xw
end
/* Compute training and batch proportions */
TP = (t//(L * Nminibatches)/Nbatch
BP = ((t//Nminibatches) mod L)/L
/* Compute first stage of update */
for each parameter i in agent do
input = [sgn(g(¢,5)),10g(9g(r,i)), sgn(ms.q)), log(m i) ), Piriy, TP, BP, Dy 3y, hi]
GRU, s, zgf)U = opt“RY (input, Z(th_%ﬂ))
mi, e;,0; = opt ML (GRU 5y )

U; = Q1 M; €Xp 2e;
if 7 in actor then

| = U; + agdie
end

end
* Zero-mean updates and apply them */
for each parameter i in agent do

u; = 0; — B [d]

P(t4+1,5) = P(t,i) — Ui

end

return (p;; 1, my, z&

~

RU)

B.2 Input Features to the Optimizer

Our full list of features is concatenated and fed into the optimizer, as in algorithm [I|below. We use
some notation from Table 3l These features are:

* Gradient g, processed with the transformation g — {sign(g),log(g + €)}.

* Momentum m calculated with the following B coefficients:
[0.1,0.5,0.9,0.99,0.999, 0.9999)]. This is processed with the transformation
m; — {sign(m;),log(m; + €)} for each 5;.

* Current value of the parameter p.

* Training proportion, or how far the current batch is through the total number of batches.
Since the total number of batches is calculated as Nygien, = (T'//Nsteps)/ /Nenvs, this is
defined as (t//(L * Nminibatches)/Nbatch, Where  is the current update iteration. We use a
floor division operator as training proportion should be constant through a batch.

* Batch proportion, or how far the current update is through training with the same batch,
calculated as ((t//Nminivatches) mod L) /L.
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* Dormancy, D, calculated for the neuron downstream of the parameter using equation [6}
This is repeated over parameters with the same downstream neuron.

* Proportion of the current layer through the network, h/H.

The gradient, momentum and parameter value features are normalized to have a second moment
of 1 across the tensor, following Metz et al. [90, 45]], as a normalization strategy which preserves
direction. Like Lan et al. [17], we process gradients and momentum as z — {sign(x), log(x + €)} to
magnify the difference between small values.

B.3 Optimizer Architecture Figure

Figure 9 visually demonstrates the architecture of OPEN . Since only the actor is updated with learned
stochasticity (6*'"), we multiply the sampled noise € with a 1/0 mask for the actor/critic.

—

Gradient —>| F——m
Momentum —| Y > ) —e
Features —| ——> gactor

Figure 9: A visualization of the architecture used by OPEN. ¢ are parameters of a GRU and 6 are
parameters of an MLP. Since §°°*" only applies to the actor’s update expression, we set the noise to
zero for the critic to keep its updates deterministic.

B.4 Single-Task and Gridworld Optimizer Architecture Details
The details of the layer sizes of OPEN in both the single-task and gridworld settings are in Table[T}

Table 1: Optimizer layer sizes for OPEN in the single-task and gridworld experiments.

Layer Type Dimensionality

GRU [19,§]

Fully Connected [8,16]
Layernorm -

Fully Connected [16, 16]
Layernorm —

Fully Connected [16, 3]

In our update rule, we let 3 = as = a3 = 0.001. We mask out the third output in the critic by
setting the noise (¢) to zero; otherwise, updates to our critic would be non-deterministic.

We use layers of the same size in ‘No Features’, but condition on less inputs (14) and do not have
the third output. We use the same architecture as Lan et al. [17] for Optim4RL, which includes two
networks, each comprising a size 8 GRU, and two size 16 fully connected layers.

B.S Multi-Task Optimizer Architecture Details

When training optimizers for the multi-task setting (Section[6.3), we find increasing the network sizes
consistently benefits performance. We show the architecture for OPEN in this experiment in Table
masking out the noise for the critic by setting e = 0. We also enlarge No Features and Optim4RL by
doubling the GRU sizes to 16 and the hidden layers to size 32.

Table 2: Optimizer layer sizes for OPEN in the multi-task experiment.

Layer Type Dimensionality

GRU 19, 16]

Fully Connected [16, 32]
Layernorm -

Fully Connected [32, 32]
Layernorm -

Fully Connected [32,3]
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C Hyperparameters

C.1 PPO Hyperparameters

PPO hyperparameters for the environments included in our experiments are shown in Table[3] For our
gridworld experiments, we learned OPEN and tuned Adam [18] for a PPO agent with W = 16, but
evaluated on widths W € [8, 16, 32, 64, 128]. Hyperparameters for PPO are taken from [32]] where
possible.

Table 3: PPO hyperparameters. All MinAtar environments used common PPO parameters, and are
thus under one header.

Hyperparameter . Environment .
MinAtar Ant  Gridworld
Number of Environments Ny, s 64 2048 1024
Number of Environment Steps Ngieps 128 10 20
Total Timesteps T 1x107  5x107 3 x 107
Number of Minibatches N inibatch 8 32 16
Number of Epochs L 4 4 2
Discount Factor vy 0.99 0.99 0.99
GAE )\ 0.95 0.95 0.95
PPO Clip € 0.2 0.2 0.2
Value Function Coefficient ¢y 0.5 0.5 0.5
Entropy Coefficient co 0.01 0 0.01
Max Gradient Norm 0.5 0.5 0.5
Layer Width W 64 64 16
Number of Hidden Layers H 2 2 2
Activation RelLLU tanh tanh

C.2 Optimization Hyperparameters

For Adam, RMSprop and Lion, we tune hyperparameters with fixed PPO hyperparameters. For
each environment we run a sweep and evaluate performance over four seeds (eight in the gridworld),
picking the combination with the highest final return. In many cases, we found the optimizers to
be fairly robust to reasonable hyperparameters. For Lion [20], we search over a learning rate range
from 3-10x smaller than Adam and RMSprop as suggested by Chen et al. [20]. For Optim4RL [17]],
hyperparameter tuning is too expensive; instead, we set learning rate to be 0.1 X LR gam following
the heuristic from [20].

For Adam, RMSprop and Lion, we also test whether annealing learning rate from its initial value to 0
over the course of training would improve performance.

A full breakdown of which hyperparameters are tuned, and their value, is shown in the following
tables. We use notation and implementations for each optimizer from optax [69].
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Table 4: Optimization hyperparameters for MinAtar environments. ‘Range’ covers the range of
values used in our hyperparameter tuning.

Optimizer Hyper Environment Range
P Parameter asterix freeway breakout space invaders &
LR  0.003 0.001 0.01 0.007 {0.001,0.01}
Adam 51 0.9 0.9 0.9 0.9 {0.9,0.999}
B2 0.999 0.99 0.99 0.99 {0.9,0.999}
Anneal LR v v v v vV, X}
RMSprop LR  0.002 0.001 0.002 0.009 {0.001,0.01}
Decay  0.99 0.999 0.99 0.99 {0.9,0.999}
Anneal LR v v X v {v, X}
LR 0.0003 0.0003  0.0008 0.0008 {0.0001,0.001}
Lion 81 099 0.9 0.9 0.9 {0.9,0.999}
Ba 0.9 0.9 0.9 0.99 {0.9,0.999}
Anneal LR v v X v (v, X}
Optim4RL LR 0.0003 0.0001 0.001 0.0007 {0.1 X LRAgam}

Table 5: Optimization hyperparameters for Ant. ‘Range’ covers the range of values used in our
hyperparameter tuning.

Environment

Optimizer Hyperparameter Ant Range
LR 0.0003 {0.0001, 0.001}
Adam 51 0.99 {0.9,0.999}
B2 0.99 {0.9,0.999}
Anneal LR v vV, X}
LR 0.0008 {0.0001, 0.005}
RMSprop Decay 0.99 {0.9,0.999}
Anneal LR X {v, X}
LR 0.00015 {0.00001, 0.0005}
Lion 51 0.9 {0.9,0.999}
Ba 0.9 {0.9,0.999}
Anneal LR v (v, X}
Optim4RL LR 0.00003 {0.1 X LRagam }

Table 6: Optimization hyperparameters for Gridworld. ‘Range’ covers the range of values used in
our hyperparameter tuning.

Environment

Optimizer Hyperparameter Gridworld Range
LR 0.0001 {0.00005, 0.001}
Adam 51 0.99 {0.9,0.999}
Ba 0.99 {0.9,0.999}
Anneal LR v v, X}

C.3 Craftax-Classic Hyperparameters

For Craftax-Classic (Table[C.3), we test 0-shot optimizers using the gridworld hyperparameters to
ensure transferring between the settings is as fair as possible. For the finetuned case, we use PPO
hyperparameters from [21]] which were tuned in domain. Also, for the finetuned case we set 3; and
B2 values to defaults in optax [69] and tune the learning rate in the range {0.00005,0.0005}. All
optimizers are set to W = 64 so as to keep the network size close to, but still out of, distribution.
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Table 7: Hyperparameters for Craftax-Classic.

Hyperparameter OPEN (0-shot) Adam (0-shot) Adam (Finetuned)

Learning rate — 0.0001 0.0005
51 — 0.99 0.9
B — 0.99 0.999
Anneal LR — v v
Number of Environments Ny s 1024 1024 256
Number of Environment Steps Nieps 20 20 16
Total Timesteps T 3 x 107 3 x 107 3 x 107
Number of Minibatches N inibatch 16 16 8
Number of Epochs L 2 2 4
Discount Factor y 0.99 0.99 0.99
GAE )\ 0.8 0.8 0.8
PPO Clip € 0.2 0.2 0.2
Value Function Coefficient cq 0.5 0.5 0.5
Entropy Coefficient cs 0.01 0.01 0.01
Max Gradient Norm 0.5 0.5 0.5
Layer Width W 64 64 64
Number of Hidden Layers H 2 2 2
Activation tanh tanh tanh

C.4 PQN Hyperparameters

For PQN, we use algorithm hyperparameters from [72]]. For experiments with Adam, we tune learning
rate, 31 and 5 and Anneal LR.

Table 8: Hyperparameters for PQN in asterix.

Hyperparameter OPEN Adam Tuning Range
Learning rate — 0.0003 {0.0001, 0.001}
51 — 0.99 {0.9, 0.999}
B2 — 0.999 {0.9, 0.999}
Anneal LR — v v, X}
Number of Environments Ny s 128 128
Number of Environment Steps Nieps 32 32
Total Timesteps T 1 x 107 1 x 107
Number of Minibatches N inibatch 32 32
Number of Epochs L 4 4
Discount Factor vy 0.99 0.99
GAE )\ 0.65 0.65
Max Gradient Norm 10 10
Layer Width W 128 128
Number of Hidden Layers H 2 2
Activation relu relu

Normalization LayerNorm LayerNorm

C.5 ES Hyperparameters

Due to the length of meta-optimization, it is not practical to tune hyperparameters for meta-training.
We, however, find the following hyperparameters effective and robust for our experiments. We use
common hyperparameters when learning OPEN, Optim4RL and No Features.

For the single-task and gridworld settings, we train all optimizers for a number of generations after
their performance stabilizes, which took different times between optimizers, to ensure each learned
optimizer has reached convergence; this occasionally means optimizers were trained for different
number of generations, but enables efficient use of computational resources by not continuing training
far past any performance gains can be realized. For the multi-task setting, due to the extreme cost of
training (i.e., having to evaluate sequentially on four MinAtar environments), we train each optimizer

22



with an equivalent level of compute (i.e., 300 generations) and pick the best performing generation in
that period.

We periodically evaluate the learned optimizers during training to find the one which generation
performs best on a small in-distribution validation set. Table [0]shows roughly how many generations
we trained each optimizer for, and the generation used at test time, which varied for each environment.
We find that in some environments, Optim4RL made no learning progress from the beginning of
training, with its performance being practically identical to its initialization.

Table 9: ES hyperparameters for meta-training. For MinAtar, the number of generations corresponds
to { Asterix, Breakout, Freeway, Spacelnvaders}. We show the max generations for each optimizer
(i.e., how long it was trained for), as well as the generation used (i.e., which training generation was
used at inference time).

Hyperparameter Environments
MinAtar Ant Multi-Task  Gridworld
Cinit 0.03 0.01 0.03 0.01
Odecay 0.999 0.999 0.998 0.999
Learning Rate 0.03 0.01 0.03 0.005
Learning Rate Decay 0.999 0.999 0.998 0.990
Population Size 64 32 64 64
Number of Rollouts 1 1 1 1
Max Gens (OPEN)  ~ {350,500, 700,450} ~ 700 300 ~ 350
Gen Used (OPEN) {336,312, 648,144} 168 234 333
Max Gens (Optim4RL)  ~ {500, 550, 300,400} ~ 700 300 N/A
Gen Used (Optim4RL) {288, 552,216, 24} 480 288 N/A
Max Gens (No Features) ~ {800, 850,500,600} ~ 400 300 N/A
Gen Used (No Features) {456, 816,408, 264} 240 270 N/A
Evaluation Frequency 24 24 9 9
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D Gridworld Details

We train OPEN on gridworlds by sampling environment parameters from a distribution. Here, we use
a distribution implemented by [66} 32] which is detailed in Table[10} In the codebase of Jackson et al.
[66]], this is referred to as ‘all’.

Table 10: Distribution parameters for Gridworld. In training, the values for the experienced environ-
ment are sampled from the value range.

Parameter Value [range]
Max Steps in Episode [20, 750]
Object Rewards ~ [—1.0,1.0]
Object p(terminate) [0.01, 1.0]
Object p(respawn)  [0.001,0.1]
Number of Objects 1, 6]
Grid Size [4,11]
Number of Walls 15

We also evaluate OPEN on three distributions from Oh et al. [[13], and three mazes from Chevalier-
Boisvert et al. [67], which were not in the distribution of ‘all’. We run all experiments on 64 seeds
per gridworld. These are all detailed below, with the mazes also visualized.

Table 11: Distribution parameters for Gridworld. Curly brackets denote a list of the true values,
corresponding to each object, used in testing.

Name Parameter Values
Max Steps in Episode 500
Object Rewards  (1.0,1.0,—1.0,—1.0)
Object p(terminate) (0.0,0.0,0.5,0.0)
rand_dense Object p(respawn)  (0.05,0.05,0.1,0.5)
Number of Objects 4
Grid Size 11
Number of Walls 0
Max Steps in Episode 50
Object Rewards (-1.0,1.0)
Object p(terminate) (1.0,1.0)
rand_sparse Object p(respawn) (0.0,0.0)
Number of Objects 2
Grid Size 13
Number of Walls 0
Max Steps in Episode 1000
Object Rewards  (1.0,1.0,—1.0,—1.0)
Object p(terminate) (0.0,0.0,0.5,0.5)
rand_long Object p(respawn)  (0.01,0.01,1.0,1.0)
Number of Objects 4
Grid Size 11
Number of Walls 0
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Table 12: Distribution parameters for Gridworld. At inference, true values are sampled from the
given range, such that each seed is evaluated in a slightly different setting.

Name Parameter Value
Max Steps in Episode [25, 50]
Object Rewards  [0.0,1.0]
Object p(terminate)  [0.01,1.0]
standard_maze Object p(respawn)  [0.001,0.1]
Number of Objects 3
Grid Size 13
Max Steps in Episode [25, 50]
Object Rewards  [0.0,1.0]
sixteen rooms Object p(terminate)  [0.01,1.0]
N Object p(respawn)  [0.001,0.1]
Number of Objects 3
Grid Size 13
Max Steps in Episode [25, 50]
Object Rewards ~ [0.0,1.0]
labyrinth Object p(terminate)  [0.01,1.0]
Object p(respawn)  [0.001,0.1]
Number of Objects 3
Grid Size 13

We visualize the three mazes in Figure [I0}

Figure 10: The three mazes from minigrid [67]] used for our OOS tests. From left to right, the mazes

are: ‘standard_maze’, ‘sixteen_rooms’ and ‘labyrinth’.
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E Single Environment Return Curves

In Figure[TT] which shows return curves over training for the five ‘single-task’ environments (section
[6), OPEN significantly beats 3 of the 5 baselines, performs similarly to Lion [20] in space invaders
and performs comparably to hand-crafted optimizers and ‘No Features’ in ant. OPEN is clearly able
to learn strongly performing update rules in a range of single-task settings.

freeway asterix 163
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Figure 11: RL training curves comparing our learned optimizers and all other baselines, each trained
or tuned on a single environment and evaluated on the same environment. We show mean return over
training with standard error, evaluated over 16 seeds.
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F Analysis

Throughout this section, we include analysis and figures exploring the behavior of optimizers learned
by OPEN. In particular, we consider the behavior of OPEN with regards to dormancy, momentum,
update size and stochasticity in different environments. Where relevant, we also make comparisons
to the ‘No Features™ optimizer, introduced as a baseline in Section[6} to explore possible differences
introduced by the additional elements of OPEN.

Due to the number of moving parts in OPEN, it is difficult to make strong claims regarding the
behaviour of the learned optimizers it produces. Instead, we attempt to draw some conclusions based
on what we believe the data plots included below suggest, while recognizing that the black-box nature
of its update rules, which leads to a lack of interpretability, is a potential drawback of the method in
the context of analysis.

All plots included below pertain to the single task regime, besides section [F.5| which focuses specifi-
cally on deep sea.

F.1 Dormancy

Figure [12] shows the 7 = 0 dormancy curves during training for each of the MinAtar [62 63
environments. These environments were selected as the only ones where the agent uses ReLU
activation functions; ant [[65, 164]] used a tanh activation function for which 7 = 0 dormancy is not
applicable.
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Figure 12: 7 = 0 dormancy curves for all optimizers on the four MinAtar environments, evaluated
over 16 seeds each. We plot the mean dormancy with standard error.

In all environments excluding freeway, dormancy of all agents quickly converged to 0. Additionally,
in every environment, OPEN produced more plastic (i.e., less dormant) agents than the featureless
optimizer. We draw conclusions about this behavior below:

* OPEN optimizes towards zero dormancy in a subset of environments, demonstrating it is
capable of doing so. The fact that this only held in three out of four environments, despite
OPEN outperforming or matching baselines in every environment, suggests it optimizes
towards zero dormancy only when the agent plasticity is limiting performance (i.e., when
plasticity loss prevents the agent from improving). Therefore, though a dormancy regular-
ization term in the fitness function for meta-training may have been beneficial for asterix,
breakout and spaceinvaders, it is possible that this could harm the performance in freeway
and would require expensive hyperparameter tuning of the regularization coefficient to
maximize performance. Our meta-learning approach completely sidesteps this problem.

* Despite having the same optimization objective, No Features always had higher dormancy
than OPEN. In tandem with our ablation from Figure[6] it is likely that the inclusion of each
additional feature has given OPEN the capability to minimize plasticity loss.
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F.2 Similarity Between Update and Gradient/Momentum

We evaluate the cosine similarity between the update from OPEN and ‘No Features’ with momentum
over different timescales, and the gradient, in Figure Momentum is calculated as m!™! =
Bmt + (1 — B)gt, where g, is the gradient at time ¢. In OPEN, inspired by [24], we input momentum
using Bs in [0.1,0.5,0.9,0.99,0.999,0.9999]. For the ith timescale, we denote the momentum as m;
in Figure[T3] For the gradient, we include an additional comparison against Adam.
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Figure 13: Curves showing the cosine similarity between the updates from OPEN and ‘No Features’
with the gradient or momentum at different 8 timescales. Each column corresponds to a different
environment, and each row to a different timescale. In order, the rows show cosine similarity with
gradient, followed by momentum at 5 = [0.1,0.5,0.9,0.99,0.999,0.9999]. We plot mean cosine
similarities with standard error over 16 runs.

From Figure T3] we can conclude that:
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* For both OPEN and ‘No Features’, alignment with momentum seems to be maximized
at similar (though not always the same) timescales as the 3, values tuned for Adam in

Section

* OPEN and ‘No Features’ rarely had similar cosine similarities. While it is difficult to discern
whether this arises as a result of randomness (optimizers trained from a single seed) or
something more fundamental, it may demonstrate how the additional elements of OPEN
have changed its optimization trajectory.

* For both learned optimizers, cosine similarity with gradient and momentum generally peaked
and decreased over the training horizon. While OPEN includes lifetime conditioning, which
may partially influence this behavior, it is likely that both optimizers rely on their own
hidden states, which can be thought of as a learned momentum, more as training progresses.

F.3 Non-Stochastic Update

In the following experiments (i.e., Appendices [F.3] [F4] [F.3), we find it useful to divide updates
by their respective parameter value. Unlike most handcrafted optimizers which produce shrinking
updates from an annealed learned rate and generally output parameters with magnitudes close to zero,
OPEN generally increases the magnitude of parameters over training with roughly constant update
magnitudes. As such, normalizing updates with respect to the parameter value shows the relative
effect (i.e., change) when an update is applied. In all cases, we plot the average absolute normalized
value over time.

In Figure[T4] we explore how the magnitude of the non-stochastic update changes over time (i.e.,
the update before any learned stochasticity is applied, defined as 4; = a3m; exp age;). This is

normalized with respect to the parameter value, and so is calculated |i/p| = E; || %
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Figure 14: Plots of the average normalized, non-stochastic update magnitude with respect to time,
with standard error over 16 seeds.

We find that optimizers learned with OPEN all anneal their step sizes. In particular, the relative size
of the update with respect to the parameter size decreases over time, with final updates generally
being much smaller than at the beginning of training. This holds in all environments, though was
weaker in ant which had significantly smaller updates from the start. Interestingly, for all handcrafted
optimizers, hyperparameter tuning also consistently produces smaller learning rates for ant.

F.4 Stochasticity

Figure . explores how the weight of the learned stochasticity, 62", changes with respect to time.
This stochast1c1ty is incorporated into the update rules as 43" = u“‘c“’r + agditre, with e ~ N(0,1).
As in the previous plot, this is normalized with respect to the parameter Value and is calculated as

6?}0‘01’
randomness/p = E; [|W|}
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Figure 15: Plots of the normalized stochasticity weight with respect to time. We plot mean values
with standard error over 16 seeds.
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As expected, this decreases significantly over time, suggesting the optimizers promotes less explo-
ration over time. This makes sense; it is beneficial to explore early in training, when there is time to
continue searching for better local or global optima, but later in training it is important to converge to
the nearest optimum.

We also note the significantly different scales of noise which are applied to different environments. In
particular, ant uses very small noise, suggesting it is not an environment which needs a significant
amount of exploration. This may be one reason why OPEN performed similarly to handcrafted
optimizers, and ‘No Features’.

F.5 Deepsea

Finally, we consider how the randomness used by OPEN changes during training in environments
of different sizes from Deep sea [[71,163]]. This randomness was shown to be crucial for learning in
larger environments in Section To analyze this, we consider 5 different sizes (10, 20, 30, 40, 50),
with the size corresponding to how many ‘rights’ the agent has to take in a row to receive a large

o ] ,asin Appendix

)
reward. We look at randomness/p = E; [| ptor
%
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Figure 16: Mean normalized randomness applied by OPEN for different sized Deep Sea environments,
over 128 seeds, with standard error. Notably, the scale for larger environments is bigger, such that
OPEN applies more noise (i.e., more exploration) in larger environments despite having no awareness
of the environment size.

We focus on two behaviors of the optimizer. Firstly, the applied randomness progressively decreases
over training, reducing the exploration as the agent converges. This follows similar behavior to figure
[I3] where the level of randomness decreases during the training horizon. Secondly, the amount of
noise seems to grow with the environment size; the optimizer promotes more exploration in larger
environments, despite lacking any awareness about the environment size. The combination of these
two elements allows the agent to explore sufficiently in larger environments, while converging to
good, close to optimal policies towards the end of training.
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G Multi Environment Return Curves

Figure [17|shows return curves the four MinAtar [62] environments included in ‘multi-task’ training
(Section 6] As expected, the method of normalization used in training (i.e., dividing scores in each
environment by scores achieved by Adam and averaging across environments) leads OPEN, and the
other learned optimizers, to principally focus on those which they can strongly outperform Adam in.
In particular, OPEN marginally underperforms Adam and other handcrafted optimizers in freeway and
spaceinvaders. However, its score in asterix, which is approximately double Adam’s, will outweigh
these other environments. We leave finding better methods for multi-task training, such as using more
principled curricula to normalize between environments, to future work. However, we still note that
this demonstrates that OPEN is capable of learning highly expressive update rules which can fit to
many different contexts; it performs comparatively to handcrafted optimizers in two environments
and significantly outperforms them in two others, in addition to consistently matching or beating the
other learned baselines.
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Figure 17: RL training curves for the multi-task setting. We show mean return over training with
standard error, evaluated over 16 seeds.
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H Additional Gridworld Experiments

Similar to Figure ] which looked at how OPEN generalized to different agent sizes, we consider
how OPEN adapts to different training lengths in Figure[T8] In particular, we note that OPEN was
only ever trained for gridworlds (‘all’, Appendix [D) which ran for 3e7 training steps, so all lengths
outside of this are OOS tasks. We also consider that in[E} the return of OPEN often started lower than
other optimizers and increased only later in training. As such, the lifetime conditioning (i.e., training
proportion) of OPEN needs to be leveraged to be able to perform well at shorter training lengths. If
OPEN did not make use of this feature, it may end training without having converged to the nearby
optima, instead focusing on exploration.

We find that OPEN is able to beat Adam in all of the grids considered at the in-distribution training
length. For OOS training lengths, OPEN generalizes better than Adam, and only in a couple of
environments (rand_dense, standard_maze) does it not outperform Adam in the shortest training
length. For every other training length, OPEN performs better than Adam in every environment,
further demonstrating its capability to generalize to OOS environments and training settings.
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Figure 18: IQM of return achieved by OPEN, normalized by the return of Adam, against a range of
different training lengths with 95% stratified bootstrap confidence intervals for 64 seeds. a) shows
performance on the distribution which OPEN was trained on, and Adam was tuned in. b) shows
performance on OOS gridworlds, with the top row coming from [13]] and the bottom row inspired
by mazes from [67], all implemented by [66]]. We mark 3e7 timesteps as the in-distribution training
length for both OPEN and Adam.
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I Ablation Details

I.1 Feature Ablation Setup

We train 17 optimizers for each feature ablation, and evaluate performance on 64 seeds per optimizer,
using a shortened version of Breakout. We use the same PPO hyperparameters for Breakout as in
Table besides the total timesteps 7', which we shorten to 2 x 10°. Each optimizer takes ~ 60
minutes to train on one GPU, and we train a total of 119 optimizers.

We train each optimizer for 250 generations, keeping all other MinAtar ES hyperparameters from
Table

1.2 Deep Sea Expanded Curve

We show the final return against size for the Deep Sea environment [71} 63]] in Figure [16] for all
optimizers; both shared and separated, with stochasticity and without. The one without can be thought
of as a deterministic optimizer, and is denoted ‘ablated’ in the figure. For this experiment, we trained
each optimizer for only 48 iterations on sizes in the range [4, 26]; any sizes outside of this range at
test time are out of support of the training distribution.

Clearly the separated optimizer with learned stochasticity is the only one which is able to generalize
across many different sizes of Deep Sea. This occurs marginally at the behest of optimization in
smaller environments, where the stochastic optimizer still explores after obtaining reward and so does
not consistently reach maximum performance. In Deep Sea, the final return scale is between 0.99
and —0.01.
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Figure 19: IQM of return against size of environment in Deep Sea, with stratified bootstrap 95%
confidence intervals for 128 random seeds. The only optimizer which is able to generalize has
separate parameters between the actor and critic and incorporates learned stochasticity into its update.
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I.3 PQN Return Curve

Figure 20 shows the performance of OPEN and Adam when training a PQN agent [72] in Asterix
[62! 163]. While OPEN outperforms Adam in this setting, we note that it exhibits similar behavior to
the other return curves (Appendix [E} [G) in having much lower return at the beginning of training
before overtaking Adam at the end of training. As discussed in section[6.2} this suggests that OPEN
sacrifices greedy optimization in favor of long-term performance.

asterix (PQN)
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Figure 20: Training curves for PQN when optimised by OPEN and Adam in asterix. We show mean
return with standard error, over 64 seeds.
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J Experimental Compute

J.1 Runtimes

We include runtimes (inference) for our experiments with the different optimizers on 4 x L40s
GPUs. We note that, while OPEN takes longer to run compared to handcrafted optimizers, it offers
significant speedup over VeLO and takes a similar runtime as Optim4RL and No Features in addition
to significantly stronger performance. Importantly, this suggests the additional computation used in
OPEN to calculate features, such as dormancy, does not translate to significant overhead compared to
other learned optimizers.

Table 13: Runtime for each optimizer. We evaluate each over 16 seeds, on 4 L40s GPUs. These take
advantage of Jax’s ability to parallelize over multiple GPUs [33].

Optimizer RunTime (s)
freeway breakout spaceinvaders asterix ant
OPEN (single-task) 138 87 94 137 453
OPEN (multi-task) 154 98 109 148 N/A
Adam 91 53 58 105 333
RMSprop 84 38 52 97 322
Lion 83 44 50 96 303
VeLO 190 135 145 185 581
Optim4RL (single-task) 127 85 90 131 404
Optim4RL (multi-task) 168 99 116 157 N/A
No Features (single-task 123 79 88 132 416
No Features (multi-task) 154 93 106 147 N/A

J.2  Training Compute

We used a range of hardware for training: Nvidia A40s, Nvidia L40ses, Nvidia GeForce GTX 1080Tis,
Nvidia GeForce RTX 2080Tis and Nvidia GeForce RTX 3080s. These are all part of an internal
cluster. Whilst this makes it difficult to directly compare meta-training times per-experiment, we
find training took roughly between ~ [16, 32] GPU days of compute per optimizer in the single-task
setting, and ~ 60 GPU days of compute for multi-task training.

J.3 Total Compute

For all of our hyperparameter tuning experiments, we used a total of ~ 16 GPU days of compute,
using Nvidia A40 GPUs.

For each learned optimizer in our single-task experiments, we used approximately ~ [16, 32] GPU
days of compute. This equates to around 1 GPU year of compute for 3 learned optimizers on 5
environments (=15 optimizers total). This was run principally on Nvidia GeForce GTX 1080Tis,
Nvidia GeForce RTX 2080Tis and Nvidia GeForce RTX 3080s.

For each multi-task optimizer, we used around 60 GPU days of compute, on Nvidia GeForce RTX
2080Tis. This totals 180 GPU days of compute. We also ran experiments for each optimizer with the
smaller architecture, which took a similar length of time. These are not included in the paper; in total
multi-task training used another 1 GPU year of compute, taking into account the omitted results.

To train on a distribution of gridworlds, we used 7 GPU days of compute on Nvidia GeForce RTX
2080 Tis.

Our ablation study used ~ 8 GPU days of compute, running on Nvidia A40 GPUs.

Each optimizer took 2 days to train in deep sea on an Nvidia A40 GPU. In total, this section of the
ablation study took 8 GPU days.

As stated in Table [I3] inference was a negligible cost (on the order of seconds) in this paper.

Totaling the above, all experiments in this paper used approximately 2.1 GPU years to run, though it
is difficult to aggregate results properly due to the variety of hardware used.
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We ran a number of preliminary experiments to guide the design of OPEN, though these are not
included in the final manuscript. We are unable to quantify how much compute was used to this end.
Due to the excessive cost of learned optimization, we ran only one run for each setting and optimizer
(besides the multi-task setting, where we tested both small and large architectures and found that
the larger architectures performed best for every optimizer on average). After converging upon our
method, and finishing the implementations of Optim4RL and No Features, we did not have any failed
runs and so included all experiments in the paper.
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K Code Repositories and Asset Licenses

Below we include a full list of assets used in this paper, in addition to the license under which it was
made available.

Table 14: Main libraries used in this paper, links to the github repository at which they can be found
and the license under which they are released.

Name Link License

evosax [34]] evosax Apache-2.0

gymnax [63] gymnax Apache-2.0

brax [64] brax Apache-2.0
learned_optimization [45] learned_optimization  Apache-2.0
groove (gridworlds) [66] groove Apache-2.0
purejaxrl [[15] purejaxrl Apache-2.0

optax [69] optax Apache-2.0

rliable [70] rliable Apache-2.0

craftax [21]] craftax MIT

purejaxql (PQN) [[72] purejaxql Apache-2.0
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We make claims regarding the performance of our learned optimizers for
RL, and the means by which these performance gains are realized. These are justified by
empirical results in a range of environments (Section [6} Appendices [E] [G] H), including
three extensive different ablations (Section[7).

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We discuss limitations of this work thus far with respect to curricula used in
multi-task settings, and discuss potential avenues for future work in this regard or in terms
of considering other areas of RL which this method could be applied to. This is included in
Section[8]

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: We do not make theoretical claims as this is a purely empirical paper. This is
made clear in the paper.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We give full details of our method, including mathematical expressions for
all inputs to the optimizer (Appendix [B), the architecture used (Appendices[B.4] [B.5) and
how it was trained (5.2). This was all detailed in the main body of the paper, in Section[3]
We provide a full algorithm in Appendix which can be used to completely replicate the
results of the paper.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We release all code used for OPEN in a publicly available repository.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We give moderate detail of the setup for training and testing in our results
(Section[6) and ablation (Section[7). We go into significantly more detail of the hyperparam-
eters in Appendix [C] and the architectures used in[B] We include details for our gridworld
experiment in Appendix

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
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Justification: For all experiments in the main body of the paper, we report 95% stratified
bootstrap confidence intervals, using the implementation of rliable by Agarwal et al. [[/0].
For return curves in Appendices [E|and [G] in addition to our analysis[F] we make it clear that
we plot standard error. We discuss that all error bars are for a single learned optimizer, due
to the extreme cost of learned optimization, and cover multiple runs with the same optimizer.
We discuss that other works use the same evaluation protocol [[16} 17, 47].

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: In Appendix [J| we estimate how much compute was required per learned
optimizer, how much compute was used for hyperparameter tuning and roughly how much
compute the project used in total. We also detail that additional compute was used in the
preliminary design of our method. We give a full breakdown of what hardware was used for
experiments.
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* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: This paper does not violate any part of the Neur[PS Code of Ethics; there are
no potential harms caused by our research process, nor are there are any potential societal
consequences.

41


https://neurips.cc/public/EthicsGuidelines
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» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: As a foundational piece of research, this work has no direct paths to negative
societal impacts besides that which can arise from improved reinforcement learning systems,
or improved machine learning systems more generally. We briefly discuss the general
potential positive impacts of effective reinforcement learning systems in our introduction
(Section[I)).

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
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being used as intended and functioning correctly, harms that could arise when the
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11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We do not believe that OPEN has any potential for misuse, and so there is no
need to describe safeguards for the models.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
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safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.
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* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We take care to cite every environment used throughout the paper, with due
care for who created the original environment in addition to who implemented the Jax-based

version we used. We build our code upon the library from [435]], and are clear to mention
this in appendix [Kl All licenses can be found at the relevant citation, and are included in

Appendix
Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We provide an anonymous link to the code and models used in this paper here
and in appendix [K]
Guidelines:
» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not use crowdsourcing experiments, nor does it use experi-
ments with human subjects.

Guidelines:
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* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)

approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This paper does not use crowdsourcing experiments, nor does it use experi-
ments with human subjects.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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