
Predicting Childhood Routine Immunization Status in Ethiopia Using

Ensemble Machine Learning Algorithms

Alexander Takele Mengeshae,1,, Muhammed Alkaderf,1,, Assefa Chekole Addisf

aDepartment of Information Science, University of Gondar, 196, Ethiopia
bDepartment of Information Science, University of Gondar, 196, Ethiopia
cDepartment of Information Science, University of Gondar, 196, Ethiopia

Abstract

The study aims to develop a predictive model for assessing childhood immunization status in
Ethiopia using ensemble machine learning techniques.The research follows an experimental ap-
proach. Data from the Ethiopian Demographic and Health Survey (EDHS), collected at five-year
intervals, was preprocessed for quality assurance. The study employed several ensemble machine
learning algorithms, including Extreme Gradient Boosting (XGBoost), CatBoost, Random For-
est (RF), and Gradient Boosting, with a One-Versus-Rest class decomposition method. A total
of 35,512 instances with 18 features were used, with an 80/20 training/testing dataset split. The
models were evaluated based on accuracy, with XGBoost achieving the highest performance
at 88.30%, followed by RF (87.17%), CatBoost (86.92%), and Gradient Boosting (84.16%).
SHAP (Shapley Additive Explanations) values were used to identify the most significant fac-
tors influencing immunization status, including child’s age, region, mother’s occupation, current
parity, and mother’s age.Using XGBoost and SHAP values extracted decision rules based on
feature importance. These rules reveal specific patterns related to immunization status, provid-
ing evidence-based insights for policymakers.XGBoost was selected as the best predictive model
for childhood immunization status in Ethiopia. The study highlights key factors for targeted
vaccination programs and scheduling, emphasizing the importance of early immunization and
maternal characteristics in improving child vaccination coverage.
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1. Introduction

Childhood immunization is one of the most cost-effective public health interventions. Basic
immunizations are estimated to prevent more than 2.5 million annual child deaths globally, pri-
marily due LinkedIn, Medium, Portfolio 6th Deep Learning Indaba Conference (DLI 2024).to
the prevention of measles, pertussis, and tetanus. Vaccination of children also is expected to
avert adult deaths by preventing hepatitis B virus (HBV)-related cirrhosis and liver cancer and
human papillomavirus (HPV)-related cervical cancer [1]. According to a World Health Organi-
zation (WHO) study in 2022, 14.3 million infants missed their first DTP vaccine dose, with an
additional 6.2 million partially vaccinated. Almost 60 of these children reside in Angola, Brazil,
Ethiopia, India, Indonesia, Mozambique, Nigeria, Pakistan, and the Philippines, highlighting
pressing issues in healthcare accessibility [2]. Even while free routine vaccinations are available
in low and middle-income countries (LMICs), many children miss receiving all recommended vac-
cinations, receive them too late for their age, or drop receiving them altogether[3]. To achieve the
Millennium Development Goal Four (MDG4) of reducing children’s deaths by two-thirds in 2015,
Ethiopia has adopted strategies such as sustainable outreach service and reaching every district
that focuses on identifying bottlenecks and developing community ownership of the services to
improve routine immunization services and increasing coverage[1]. The complete vaccination
coverage varies across administrative regions ranging from 21% in the Afar regional state to 89%
in the Amhara regional state. Despite promising improvements in child vaccination coverage in
Ethiopia since 2011, due to its large size population, the country still has many unvaccinated
children and there are huge variations in immunization coverage across regions [4]. Recently,
machine learning has been used to predict healthcare outcomes including cost, utilization, and
quality [10] [11]. It has also been used to predict which patients are most likely to experience
hospital re-admission for congestive heart failure and related conditions [12]. To solve this prob-
lem, significant numbers of research has been performed. Some of them were Fareeha Sameen
et al [], Hiwot Abebe [19], Abadi Girmay [8], and Tenaw Gualu [7]. Most of the statistical
researches conducted on child immunization were considered to identify the determinant factors
and most of the previous research conducted using data mining considered the vaccination types
of BCG, DPT-HepB-Hib, polio, and Measles, however, the government of Ethiopia introduced
the pneumococcal conjugate vaccine (PCV) and monovalent human rotavirus vaccine (RV) into
the national infant immunization program in November 2011 and October 2012, respectively.
Most of the study relies on data obtained from a single source, they did not include some of the
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potential factors such as the influence of cultural beliefs and practices, access to mass media, or
healthcare providers’ attitudes on a child’s immunization status, used classic machine learning
algorithms, and the performance of the developed predictive model was not high, which may
not be reliable enough for making critical decisions and they didn’t consider the explainability
of the child immunization prediction model. Besides, the lack of previous research that used
different ensemble machine learning algorithms to develop a child Motivated by these gaps,
our study seeks to address the underrepresentation of certain vaccine types (PCV and RV) in
the Ethiopian national immunization program and incorporate cultural beliefs, and mass media
access. We aim to develop an ensemble machine learning predictive model tuned for optimal
performance, focusing on explainability to inform targeted strategies and policies for enhancing
child immunization in Ethiopia. To this end, this study aims to investigate the following research
questions: Which Ensemble machine learning algorithm is best for predicting a child’s routine
immunization status? What are the determinant features that contribute to the lowering of
child immunization in each region of Ethiopia? What are the underlying patterns and decision
rules learned by the ensemble learning model for child routine immunization status? The rest
of this document is organized as follows: Section II related works, Section III materials and
methods used, Section IV experimental setup and result discussion, and Section V presents the
conclusion.

1.1. Related work

Research on predicting childhood immunization status has utilized machine learning and
statistical tools to enhance routine immunization determinants, coverage, and vaccination rates
[11] [12]. Such as Fareeha Sameen applied supervised ML algorithms to forecast immunization
adherence and analyze contributing factors, achieving notable accuracy with the random for-
est model. However, the study’s reliance on a single data source limits its representativeness,
suggesting the exploration of additional ML techniques for improved performance and external
validation of the model. Hiwot Abebe employed data mining techniques to assess infant immu-
nization in Ethiopia, employing four classification algorithms. Despite identifying key factors,
the study’s accuracy and consideration of additional factors like cultural beliefs and provider
attitudes suggest potential improvements. Abadi Girmay examined immunization coverage in
the Sekota Zuria district, finding positive correlations with antenatal care, maternal education,
and proximity to health facilities. However, the study’s 2limitations include potential recall bias
and the inability to establish causal relationships, indicating a need for more comprehensive ap-
proaches. Tenaw Gualu and Abdinasir Abdullahi Jama explored vaccination coverage in Debre
Markos and Somalia, respectively, highlighting factors like child sex, maternal care, and distance
to health facilities. Neeta Singh and Merga Dheresa further investigated immunization coverage
about socio-demographic variables, revealing significant associations with maternal education,
birth order, and place of delivery. These previous statistical studies [89] [7] [90] [91] [92] used lo-
cal clinical data, and covered limited geographical areas. So, we are motivated to fill these gaps,
by developing a predictive model using homogeneous ensemble machine learning algorithms to
develop a predictive model of a child’s immunization status in Ethiopia with more data that was
previously undone.

2. Methodology

2.1. Data Collection and Preprocessing

In this study, an experimental research design approach was implemented based on the flow
chart presented in Fig. 1. The data was obtained from the Ethiopian Demographic Health
Survey (EDHS) which was collected in 2016 and 2019 by the Ethiopian Central Statistical
Agency (ECSA). Data preprocessing tasks such as data cleaning, data transformation, feature
encoding, class balancing, and feature engineering were employed to get the best results. Missing
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Figure 1: Proposed Model Architecture

values were handled using mode imputation and mean imputation techniques for categorical
data and numerical data, respectively. The ordinal encoding techniques were used to encode
the categorical features. Data discretization and data normalization techniques were applied
to attributes with continuous values to minimize distinct values. Feature engineering methods
namely forward and backward feature selection methods were selected for the experiment. From
these experiments, sequential forward selection achieves the highest performance with 81.55%
accuracy using a random forest classifier, and the 18 best features were selected from 46 features
(see Table 1). The training dataset’s class level was imbalanced, which needed to be treated
using class-balancing techniques to avoid biased learning. The researcher used the Synthetic
Minority Oversampling Technique (SMOTE) and the dataset increased from 16394 instances to
35511 records without any duplicate instances of each class. Finally, a total of 35511 instances
with 18 attributes were selected for further analysis and prediction model development, and then
the dataset was split into training and testing datasets based on the 80/20% ratio.

2.2. Data Collection and Preprocessing

In this study, an experimental research design approach was implemented based on the flow
chart presented in Fig. 1. The data was obtained from the Ethiopian Demographic Health Survey
(EDHS) collected in 2016 and 2019 by the Ethiopian Central Statistical Agency (ECSA). Data
preprocessing tasks such as data cleaning, data transformation, feature encoding, class balancing,
and feature engineering were employed to achieve the best results. Missing values were handled
using mode imputation and mean imputation techniques for categorical and numerical data,
respectively. The ordinal encoding technique was used to encode categorical features. Data
discretization and normalization techniques were applied to attributes with continuous values to
minimize distinct values.

Feature engineering methods, namely forward and backward feature selection methods, were
used for the experiment. Sequential forward selection achieved the highest performance with
81.55% accuracy using a random forest classifier, and 18 best features were selected from 46
features. These selected features are presented in Table 1.

The training dataset’s class level was imbalanced, requiring class-balancing techniques to
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avoid biased learning. The Synthetic Minority Oversampling Technique (SMOTE) was em-
ployed, increasing the dataset from 16,394 instances to 35,511 records without any duplicate
instances of each class. Finally, a total of 35,511 instances with 18 attributes were selected for
further analysis and prediction model development, and the dataset was split into training and
testing datasets based on an 80/20% ratio.

Table 1: Selected Features

No Forward Selection Backward Selection
0 Women’s age in groups Women’s age in groups
1 Region Region
2 Highest educational level Highest educational level
3 Religion Religion
4 Ethnicity Ethnicity
5 Age of household head Age of household head
6 Wealth index Literacy
7 Total children Wealth index
8 Currently breastfeeding Number of living children
9 Distance to a health facility Total children
10 Husband’s education level Currently breastfeeding
11 Husband’s occupation Distance to a health facility
12 Women’s occupation Husband’s occupation
13 Sex of child Women’s occupation
14 Current child of age Husband’s age
15 Place of delivery Current child of age
16 The child’s age in months Place of delivery
17 Media The child’s age in months

2.3. Predictive Model Development

To construct a predictive model, we employed Ensemble Machine Learning Algorithms such
as Extreme Gradient Boosting (XGBoost), CatBoost, Random Forest (RF), and Gradient Boost-
ing Machine (GBM). The experiment utilized a one-vs-the-rest class decomposition approach.
These algorithms were chosen for their ability to achieve optimal performance by mitigating bias,
variance, and overfitting issues. XGBoost employs regularization techniques and early stopping
to minimize overfitting and enhance prediction accuracy. CatBoost excels in handling data with
categorical features, improving model performance while reducing overfitting and minimizing pa-
rameter tuning time with fast predictions. RF is effective with both categorical and continuous
values, reducing overfitting and sensitivity to outliers, thereby improving prediction accuracy.
The GBM algorithm is an efficient learner, known for its quick training and high performance.

2.4. Predictive Model Development

To construct a predictive model, we employed Ensemble Machine Learning Algorithms such
as Extreme Gradient Boosting (XGBoost), CatBoost, Random Forest (RF), and Gradient Boost-
ing Machine (GBM). The experiment utilized a one-vs-the-rest class decomposition approach.
These algorithms were chosen for their ability to achieve optimal performance by mitigating bias,
variance, and overfitting issues. XGBoost employs regularization techniques and early stopping
to minimize overfitting and enhance prediction accuracy. CatBoost excels in handling data with
categorical features, improving model performance while reducing overfitting, and minimizing
parameter tuning time with fast predictions. RF is effective with both categorical and continuous
values, reducing overfitting and sensitivity to outliers, thereby improving prediction accuracy.
The GBM algorithm is an efficient learner, known for its quick training and high performance.
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3. Experimental Results and Discussion

3.1. Which Ensemble machine learning algorithm is best for predicting a child’s routine immu-
nization status

To identify the best-performing model, a set of ensemble machine learning algorithms such
as XGBoost, CatBoost, GB, and RF was used with grid search with a 5-fold cross-validation
to optimize the model’s performance with their best hyperparameters. The performance of
the model was evaluated using evaluation metrics accuracy, ROC, F1 Score, Precision, and
Recall. Based on the experiment, the XGBoost algorithm outperformed the others across all
considered metrics. So, XGBoost was identified as the most suitable ensemble machine learning
algorithm for developing a predictive model RIS in this study. The following figure 2 defines the
performance of each model.

Table 1: Comparison of Ensemble Machine Learning Models

Evaluation Metrics CatBoost (%) RF (%) XGBoost (%) Gradient Boost (%)
Accuracy 86.92 87.17 88.30 84.16
Precision 87.35 87.66 88.42 84.82
Recall 86.97 87.21 88.33 84.19
F1-score 86.83 87.05 88.22 84.12
ROC 96.19 96.02 96.64 95.02

Figure 2: Performance comparison chart

3.2. What are the determinant features that contribute to the lowering of child immunization
status in Ethiopia?

This experiment aims to identify the influential factors that impact predictive outcomes. To
get the most significant factors, we conducted an experiment measuring the importance of all
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features in the dataset through a feature importance analysis using SHapely. Hence XGBoost is
the most effective predictive model for determining RI. To further explain the XGBoost model,
we employed SHapley Additive exPlanations (SHAP) explainable AI methods. The following
figure defines the significant factors of each variable in the model.

Figure 3: Performance comparison chart

3.3. How does the ensemble model (XGBoost) identify key factors influencing childhood immu-
nization status?

Using XGBoost and SHAP values, we extracted decision rules based on feature importance.
These rules reveal specific patterns related to immunization status, providing evidence-based
insights for policymakers. This transparent approach enhances understanding and informs
decision-making. The following are some of the most important rules/patterns extracted from
the XGBoost predictive model.

As shown in Figure 4, the following rule predicts the class Partially Immunized:
IF Region = 1 & Age of household head = 4 & Child’s age in months = 3 & Educational

level = 3 & Place of vaccination = 2 & Religion = 0 & Wealth index = 1 & Ethnicity = 3
& Mother’s occupation = 0 & Mother’s age = 4 & Distance to health facility = 1 & Sex of
child = 2 & Husband’s education level = 0 & Residence = 2 & Current parity = 2 & Current
breastfeeding = 0 & Media = 0 & Husband’s occupation = 1 THEN Partially Immunized.
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Figure 4: Sample rule predicting Partially Immunized (Class 2).

IF Region = 5 & Religion = 1 & Place of vaccination = 1 & Wealth index = 1 & Ethnicity
= 2 & Mother’s occupation = 0 & Mother’s age = 2 & Child’s age in months = 3 & Educational
level = 1 & Distance to health facility = 1 & Age of household head = 1 & Sex of child = 1 &
Husband’s education level = 0 & Residence = 2 & Current parity = 2 & Current breastfeeding
= 0 & Husband’s occupation = 1 & Media = 0 THEN Not Immunized.

Figure 5: Sample rule predicting Not Immunized (Class 0).

Finally, Figure 6 presents a rule predicting the class Fully Immunized:
IF Child’s age in months = 2 & Residence = 1 & Place of vaccination = 2 & Mother’s age =

2 & Media = 1 & Religion = 0 & Educational level = 1 & Wealth index = 3 & Ethnicity = 6 &
Mother’s occupation = 0 & Distance to health facility = 1 & Age of household head = 3 & Sex
of child = 1 & Husband’s education level = 2 & Current parity = 1 & Current breastfeeding =
1 & Region = 10 & Husband’s occupation = 1 THEN Fully Immunized.

3.4. Model Explainability

To enhance the explainability of the predictive model, we used LIME and SHAP frameworks
to interpret how the model makes predictions. The XGBoost model, which performed the best,
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Figure 6: Sample rule predicting Fully Immunized (Class 1).

was analyzed using SHAP values to identify key factors influencing immunization status. Figure
7 illustrates the model’s prediction of ”Fully immunized” (class 1) for row 1750 with a 99%
probability, based on features such as child age, vaccination place, mother’s educational level,
and child’s sex. Figure 5 shows the model predicting ”Not immunized” (class 0) for row 1200 with
a 98% probability, influenced by religion, sex, and mother’s education. Figure 6 presents a 71%
probability for ”Partially immunized” (class 2) for row 1100, based on similar features. These
figures demonstrate the key factors such as age, region, and maternal characteristics that drive
the model’s predictions. This transparency enhances the understanding of the model’s decision-
making process and provides valuable insights for improving child immunization programs in
Ethiopia.

Figure 7: Explainability of the XGBoost model for row 1750

Figure 8: Explainability of the XGBoost model for row 1200

4. Conclusion

Despite efforts to ensure all children receive necessary vaccinations, there remains a signif-
icant gap in immunization coverage globally and within Ethiopia specifically. Many children,
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particularly in developing regions, miss out on critical vaccinations, leading to preventable dis-
ease outbreaks and fatalities. In 2021 alone, millions of children worldwide did not complete the
recommended DTP CV series, indicating a pressing need for improved access to and completion
of vaccination schedules.

A recent study aimed to understand the factors influencing childhood routine immunization
status in Ethiopia. By analyzing data from the Ethiopian Demographic and Health Survey
(EDHS) and employing advanced machine learning techniques, researchers identified key predic-
tors of immunization coverage. These included demographic factors such as the child’s age and
region, as well as socioeconomic indicators like the mother’s occupation and education level.

The findings underscore the complexity of ensuring high immunization rates, highlighting
the interplay between individual, community, and systemic factors. Policymakers and health-
care providers can leverage these insights to develop targeted interventions aimed at improving
immunization coverage and ultimately reducing the burden of preventable diseases among chil-
dren. The study’s conclusions offer valuable guidance for stakeholders involved in child health
initiatives.

Recognizing the multifaceted nature of immunization challenges, it becomes clear that com-
prehensive strategies are needed. These should encompass not just direct efforts to increase
vaccine uptake but also broader social and economic interventions to support families and com-
munities. By doing so, we can move closer to achieving universal immunization coverage and
safeguarding the health and well-being of future generations.
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