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1 Experiments1

In this section, we present training behaviour for the VGG network and the custom network. In both2

case, we use the CIFAR100 dataset with batch size 2048 and each experiment runs for 200 epochs.3
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Figure 1: Training time comparison example: VGG model, CIFAR100, batch size 2048.
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Figure 2: Training time comparison example: Simple CNN model, CIFAR100, batch size 2048.
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