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We are providing additional experimental results on the layout-to-image translation task. First, we

compare the proposed method with two leading methods, i.e., GauGAN ( , ) and CC-
FPSE ( , ). Additionally, we provide the visualization results of the generated semantic
maps.

1 COMPARISONS WITH STATE-OF-THE-ART

In this section, we show more generation results of the proposed method compared with those from

two leading layout-to-image translation models, i.e., GauGAN ( , ) and CC-FPSE (

R ). The results of CelebAMask-HQ ( s ), Facades ( s ),
and DeepFashion ( s ) are shown in Fig. 1, 3, 2,4, 5, and 6.
The results of Cityscapes ( s ), ADE20K ( s ), and COCO-Stuff
( , ) are shown in Fig. 7, 8,9, 10, 11 and 12. We observe that the model with the

proposed SA-UpSample achieves visually better results than both competing methods on all the six
datasets.

2  VISUALIZATION OF GENERATED SEMANTIC MAPS

We follow GauGAN ( s ) and use DRN-D-105 ( s ) on the generated
Cityscapes images to produce corresponding semantic maps. The results compared with those pro-
duced by GauGAN are shown in Fig. 13. We clearly see that the proposed method generates more
semantically-consistent and realistic results than the original GauGAN model, which further vali-
dates the effectiveness of the proposed SA-UpSample.
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Figure 1: Qualitative comparlson on CelebAMask HQ. From left to right: Input, GauGAN (Park
etal., 2019), GauGAN+SA-UpSample (Ours), and Ground Truth.



Under review as a conference paper at ICLR 2021

Input GauGAN +SA-UpSample Ground Truth

— yar: B 1
e - X 5 p
- s 7o | S }
3 y

Figure 2: Qualitative comparlson on CelebAMask HQ. From left)torlght Input, GauGAN (Park
etal., 2019), GauGAN+SA-UpSample (Ours), and Ground Truth.
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Figure 3: Qualitative comparison onCelebAMask HQ. From left to right: Input, GauGAN (Pdl k
etal., 2019), GauGAN+SA-UpSample (Ours), and Ground Truth.
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Figure 4: Qualitative comparison on Facades From left to right: Input GauGAN (Park et al., 2019),
GauGAN+SA-UpSample (Ours), and Ground Triéith.
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Figure 5: Qualitative comparison on DeepFashion. From left to right: Input, GauGAN (Park et al.,
2019), GauGAN+SA-UpSample (Ours), and Ground Truth.
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Figure 6: Qualitative comparison on ﬁeepFashion. From left to right: Input, GauGAN (Purk et al.,
2019), GauGAN+SA-UpSample (Ours), and Ground Truth.
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Figure 7: Qualitative comparison on Cityscapes. From left to right: Input, CC-FPSE (Liu ct al.,
2019), GauGAN (Park et al., 2019), GauGAN+SA-UpSample (Ours), and Ground Truth.
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Figure 8: Qualitative comparison on ADE20K. From left to right: Input, CC-FPSE (Liu et al 2019)
GauGAN (Park et al., 2019), GauGAN+SA-UpSample (Ours), and Ground Truth.
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Figure 9: Qualitative comparison on COCO-Stuff. From left to right: Input CC-FPSE (Liu et al,,
2019), GauGAN (Park et al., 2019), GauGAN+Sﬁ -UpSample (Ours), and Ground Truth.
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Figure 10: Qualitative comparison on COCO-Stuff. From left to right: Input, CC-FPSE (Liu et al.,
2019), GauGAN (Park et al., 2019), GauGAN+Sﬁ-UpSample (Ours), and Ground Truth.
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Figure 11: Qualitative comparison on COCO-Stuff. From left to right: Input, CC-FPSE (Liu et al.,
2019), GauGAN (Park et al., 2019), GauGAN+Sﬁ-UpSample (Ours), and Ground Truth.
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Figure 12: Qualitative comparison on COCO-Stuff. From left to right: Input, CC-FPSE (Liu et al.,
2019), GauGAN (Park et al., 2019), GauGAN+SA-UpSample (Ours), and Ground Truth.
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Figure 13: Visualization of our generated semantic maps compared with those from GauGAN (Park
et al., 2019) on Cityscapes. Most improved regions are highlighted in the ground truth with white
dash boxes.
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