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ABSTRACT

Offline safe reinforcement learning (RL) aims to guarantee the safety of decision-
making in both training and deployment phases by learning the safe policy entirely
from offline data without further interaction with the environment, which pushes
the RL towards real-world applications. Previous efforts in offline safe RL typically
presume the presence of Markovian costs within the dataset. However, the design
of a Markovian cost function involves rehearsal of all potentially unsafe cases,
which is inefficient and even unfeasible in many practical tasks. In this work, we
take a further step forward by learning a safe policy from an offline dataset without
any cost labels, but with a small number of safe demonstrations included. To
solve this problem, we propose a two-stage optimization method called Diffusion-
guided Safe Policy Optimization (DSPO). Initially, we derive trajectory-wise
safety signals by training a return-agnostic discriminator. Subsequently, we train
a conditional diffusion model that generates trajectories conditioned both on the
trajectory return and the safety signal. Remarkably, the trajectories generated by our
diffusion model not only yield high returns but also comply with the safety signals,
from which we can derive a desirable policy through behavior cloning (BC). The
evaluation experiments conducted across tasks from the SafetyGym, BulletGym,
and MetaDrive environments demonstrate that our approach can achieve a safe
policy with high returns, significantly outperforming various established baselines.

1 INTRODUCTION

Reinforcement Learning (RL) has demonstrated remarkable potential and efficacy across a wide
range of applications, from gaming (Berner et al., 2019) and robotics (Singh et al.,2022) to financial
decision-making (Wang et al.| [2019) and healthcare (Coronato et al., 2020). It promises to build
effective agents in various decision-making domains. However, real-world applications are more
complicated, with certain constraints for the deployed decision-making policy. One of these require-
ments is the safety of the RL policy. To satisfy this requirement, safe reinforcement learning aims to
optimize the agent policy with an explicit safety constraint, thus maintaining the decision making
safety while improving the task performance. However, conventional safe RL approaches (Achiam
et al., [2017; |Stooke et al., |2020; |Liu et al.,|2022), similar to the standard RL, require a large amount of
online interaction with the environment for policy training. This practice can lead to unsafe interactive
behaviors during training because the RL algorithm requires exploration to learn a good policy.

To achieve a safe training process instead of only safe policy deployment, offline safe RL (Liu et al.,
2023 Xu et al.,[2022b} |Lee et al., 2022) proposes to learn safe policy entirely on the offline dataset
without any necessity for extra interaction with the environment. BCQ-Lag (Xu et al.,|2022b) and
BEAR-Lag (Xu et al., [2022b) incorporate the Lagrangian method with existing offline RL algorithms
to penalize constraint violations. CPO (Xu et al., 2022b)) proposes a policy search algorithm with
approximate theoretical guarantees for constraint satisfaction at each iteration. CDT (Liu et al., [2023)
embeds the safety constraint into the decision transformer to model constraint sequences. By avoiding
unsafe training, these recent works push the safe RL further toward real-world applications.

Despite the progress, all these previous offline safe RL works assume that there exist transition-level
cost labels in the dataset (Liu et al.,|[2024; Xu et al., 2022bj; [Liu et al., 2023)), which may not hold
in many real-world problems. On one hand, for a cost function to be comprehensive, it needs to
account for all potential unsafe cases to prevent cost hacking, a process that tends to be notably
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inefficient in complex tasks. On the other hand, safety sometimes requires consideration of entire
trajectories rather than individual transitions, because capturing all task-relevant information within a
single state representation is difficult (Bacchus et al.| {1996} |1997; Kim et al., |2022). For example, in
one case where a relatively fast-moving car fails to navigate a V-shaped turn and collides with the
guardrail, it is challenging to define the cost associated with each action taken during its prior normal
driving. Despite the challenges in defining a Markovian cost function, acquiring a small set of safety
demonstrations is often feasible in many scenarios (Fang et al.| 2019; Le Mero et al.| 20225 [Li et al.|
20224)), e.g., it is possible to obtain a few demonstrations of safe and qualified driving. Therefore, we
propose a new problem setup in which the agents are expected to learn safe policies only from an
offline dataset without any cost labels, but a small number of safe demonstrations are provided.

To solve this problem setup, we propose a Diffusion-guided Safe Policy Optimization method
(DSPO), where we firstly build a trajectory-wise safety discriminator to determine whether one
trajectory is safe or not, and then utilize a conditional diffusion model to help derive the safe policy.
More specifically, inspired by |Chen et al.| (2021); |Kim et al.| (2022), we employ a transformer-based
discriminator, called SafetyTransformer, to encode task-related safety information from trajectories.
SafetyTransformer processes trajectory inputs and generates trajectory-level safety signals, treating
unlabeled demonstrations as negative examples and limited safe demonstrations as positive examples
during training. Additionally, as demonstrations in the safe dataset often produce high returns,
conventional discriminator learning approaches may assign high weights to some unsafe yet high-
return trajectories. To address this issue by learning return-agnostic safety signals, we introduce an
extra training objective aimed at minimizing the mutual information (MI) between the output logits
of the SafetyTransformer and the trajectory returns. Following this, we label all the trajectories in
the dataset with the learned safety signals to train a conditional diffusion model that takes trajectory
return and the labeled safety signal as conditions. Subsequently, we utilize the diffusion model to
generate safe qualified trajectories with high returns from which we can derive a desirable policy
through behavior cloning (BC).

In the experimental part, we build an offline dataset suite including tasks from SafetyGym (Ji et al.|
2023)), BulletGym (Gronauer, |2022)), and MetaDrive (Li et al., 2022b) environments, where exists
a set of offline trajectories and a few number of safe demonstrations for each task. The extensive
experiments demonstrate that our approach can obtain a safe policy with high returns in this more
challenging setting, significantly outperforming various baselines. The main contributions of this
work are summarized as follows:

* We propose a problem setup that is more practical in certain scenarios, pushing safe rein-
forcement learning one step forward toward real-world applications.

* We propose a novel approach for the proposed setup which builds a trajectory-wise safety
discriminator to determine whether one trajectory is safe or not, and then utilize a conditional
diffusion model to help derive the safe policy.

* Building an offline dataset suite across diverse tasks, we have benchmarked various types
of algorithms under our proposed problem setting. Extensive experiments show that our
approach outperforms other baselines in this problem setup.

2 PROBLEM FORMULATION

In the field of Reinforcement Learning (RL), each task can be effectively modeled as a Markov
Decision Process (MDP), denoted by M := (S, A,P,R,v,po). Here, S and A represent the
state space and action space respectively, v € [0, 1) is the discount factor, and py is the initial
state distribution. At every timestep ¢, an agent selects an action a; € A, causing the environment
to transition to a subsequent state s;11 € S, guided by the transition function P(s¢11]|s¢, at).
Simultaneously, the agent receives a reward r; = R(s;, a;), which provides feedback for the action
taken. The primary goal of the agent is to maximize the expected discounted return, formally
expressed as

o
t
ESONPO,St+1~p('\8t,at),at~ﬂ'(-\st) lZV R(Sta at)] )
t=0
where the sum of discounted rewards over an infinite horizon is considered.
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Figure 1: The whole framework of our proposed approach. In Stage 1, we leverage safe demonstra-
tions and supplementary data to train the SafetyTransformer, which labels the dataset with safety
signals. In Stage 2, we train a conditional diffusion model on the labeled dataset and distill the learned
safety knowledge into the agent policy using behavior cloning.

For offline RL, instead of interacting with the environment, the agent can only learn policy from a
fixed offline dataset D, where each 7 € D denotes a trajectory {s1,a1,71, S2,a2,72, ..., ST, 4T, I'T }.
Previous works on offline safe RL typically include Markovian cost labels within these trajectories,
assigning a cost value c; analogous to 7; for each transition, facilitating the enforcement of safety
constraints. In contrast, our problem setup diverges by not presupposing the presence of Markovian
costs, where each trajectory is solely composed of sequences of states, actions, and rewards like
standard offline RL.

However, a significant assumption is that the offline dataset consists of two parts: a small number
of safe demonstrations D° = {7°} ys and another supplementary offline dataset DY = {7V} yu
whose safety is unknown. In most cases, the number of trajectories in the safe demonstrations, i.e.,
N*%, is much smaller than that of the supplementary offline dataset DV, i.e., NV. In this problem
setup, the agent is expected to learn safe policy solely from the datasets D and DV without further
interaction with the environment.

3 METHOD

To learn safe policies from offline data without any cost labels, we propose a two-stage optimization
method called Diffusion-guided Safe Policy Optimization (DSPO). In the first stage, we train a
transformer-architecture discriminator to derive trajectory-wise safety signals, which is designed
to be return-agnostic. Then in the second stage, the established safety signals are utilized to train
a conditional diffusion model, which guides the safe policy optimization through generating safe
trajectories with high returns. Figure[T|depicts the whole framework of our approach. We also provide
an algorithm pseudo-code in Appendix [D.2]to show the overall process of our approach.

In fact, directly applying offline RL techniques is infeasible in our problem setup, because the safety
constraints are not explicitly represented in the offline dataset. That is to say, some high return
trajectories may represent unsafe behavior patterns, misleading offline RL methods into deriving
unsafe policies. To solve this issue, we propose to learn safety signals that help determine the safety
weight of each trajectory Considering the Markovian safety signal is not applicable to all scenarios,
we propose to learn the safety signal at the trajectory level by utilizing a transformer-architecture
discriminator, SafetyTransformer. Moreover, to avoid assigning high weights to unsafe trajectories
yet with high returns, we propose to learn SafetyTransformer in a return-agnostic manner. All details
concerning the discriminator training are provided in Section
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Upon establishing the safety signals, we transformed the original dataset into trajectories that include
labels related to both task performance and safety. Our goal then shifts to optimizing a safe policy by
utilizing the return and safety information from each trajectory. The core challenge is to understand
the behavior patterns under varying trajectory returns and safety signals. This task is non-trivial
because the trajectory distribution is influenced by two objective variables, making it difficult to
capture accurately. To address this challenge, we propose using a conditional diffusion model to
fit the trajectory distribution, inspired by the diffusion model’s remarkable expressive capability.
However, since the diffusion model cannot directly output decision actions and instead expresses
the joint distribution of an entire trajectory, we further distill a policy by generating safe, qualified
trajectories using the diffusion model and performing behavior cloning (BC). More details about
diffusion-guided safe policy optimization can be found in Section 3.2}

3.1 TRAJECTORY-WISE SAFETY SIGNAL

Previous offline safe RL works typically assume the presence of Markovian cost labels within the
dataset, which are not provided in our problem setup. Considering that a Markovian cost function is
not applicable to all applications, we propose to learn trajectory-wise safety signals by proposing
SafetyTransformer. Besides, considering the case that some trajectories may resemble the safe
demonstrations due to high returns but belong to unsafe behavior patterns, we propose to learn the
discriminator in a return-agnostic manner.

Architecture of SafetyTransformer. To

aggregate comprehensive trajectory infor- @ =

mation and derive safety signals, we uti- 1
lize the GPT transformer architecture for 2o

our discriminator, capitalizing on its effec-
tiveness in processing sequential data. Its
causally masked self-attention mechanism Xe-1
is adept at capturing the non-Markovian
features of trajectories. As shown in Fig- ; : : ;
ure[2] we generate dual input embeddings ( ] ( ) ( ] ( ]

for each state-action pair in the trajectory.

These embeddings are fed into the causal

transformer network, producing a series of Figure 2: The network architecture of the SafetyTrans-
embeddings , where each output embed- former.

ding x.is influenced solely by the preced-

ing and current input embeddings up to ¢.

Self-Attention Layer

Causal Transformer

To further capture the features of critical state-action pairs, we additionally employ a self-attention
layer after obtaining the embeddings {x;}7_,, similar to the practice in Preference-Transformer (Kim
et al.} 2022). For each x;, we use separate networks to obtain the mappings of key k; € R?, query
q: € R?, and value v; € R, where d denotes the vector dimension. The mappings are computed:

ki = Wix; +bg, aqr=Wyx; + by, Ut:W;rXt‘Fbm

where W, W, are weight matrices, by, b, are bias vectors, w,, is a weight vector, and b,, is a scalar
bias. Next, we can obtain a series of vectors z; through attention mechanism:

S T
k
= ZatsUS, where a5 = 7?XP(Olt ST) '
=1 ijl eXp(qt k])

Finally, we average all z; values and apply the Sigmoid activation function to derive the safety

signal, expressed as z, = Sigmoid (% Z;T:l zt). We define the SafetyTransformer as D, where

¢ represents the model parameters. In the following context, Dy(7) is equivalent to z,.

Return-agnostic learning. To equip the transformer with the capability of expressing appropriate
safety signals, we propose to utilize it as a trajectory-wise discriminator, like the practice in IRL,
and train it utilizing the given safe demonstrations and the supplementary offline dataset. More
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(a) (b () ()]

Figure 3: Illustrative experiment on a simple 2D environment. Figure (a) visualizes the safe demon-
strations and unlabeled data. Figures (b) and (c) show the results without return-agnostic learning.
The difference is that (c) uses gradient penalty to avoid overfitting. (d) is the result obtained applying
return-agnostic learning. The results show our method recalls more safe samples, leading to an
improved decision boundary.

specifically, our SafetyTransformer outputs the logit of one trajectory to be safe. The classical
discriminator loss is typically defined as:

Lp(9) = —Ersps[log Dy(r%)] = Ervpu[log(1 — Dy(r")], M
where we utilize Dy to indicate the discriminator network parameterized by ¢.

However, our problem scenario significantly differs from the previous works since the quality of
the trajectories is not only determined by the task return. Instead, it resembles the multi-objective
problem and each trajectory contains the metrics of both task return and safety. For example, in path
navigation task, the agent may need to consider both the path length (task return) and the collision
risk (safety). It can burden challenges on the discriminator training because some trajectories may
resemble the demonstrations due to high returns, but actually they belong to unsafe behavior patterns.

We take a simple 2D case in Figure[3a]as an example. In this case, each sample is evaluated in two
dimensions: return and safety. The safe demonstrations are safe samples with high return. Directly
optimizing objective in Equation (TJ) leads to the decision boundary in Figure [3b] which fails to
effectively recall the safe samples. When we utilize techniques like gradient penalty to improve
the generalization ability of the discriminator in Figure[3c] it mistakenly assigns high weights to a
considerable number of unsafe high return samples since their similarities to safe demonstrations.

To alleviate this issue, the core is to make the discriminator focus more on the safety factors of the
trajectories, instead of factors relating to the return. To achieve this goal, we propose to learn a
return-agnostic discriminator by minimizing the mutual information (MI) between the discriminator
output z, and the trajectory return . The MI between 7. and z. is:

I(ZT; TT) = Ep(ZT,TT) [logp(rT‘ZT>] - Ep(r,) [lng(’I"T)] . (2)

Since directly minimizing this MI term is intractable, we propose to minimize the upper bound of
I(z;;7,) instead. More specifically, we choose to minimize a variational contrastive log-ratio upper
bound (Cheng et al., [2020), which is explained in the following theorem.

Theorem 1 (Variational Contrastive Log-Ratio Upper Bound (Cheng et al.,|[2020)). Let g(r; | z-;6)
be a variational approximation of p(r. | z;) with parameter 0. Denote q(z;,7;0) = q(r; |
273 0)p(2;). If the following condition is met:

DKL(p(Z-ra TT)HQ(ZTa Tz 0)) < DKL(p(TT)p(ZT)H‘I(ZTa Tz 9))7 3)
then the mutual information I(z;;r;) is bounded above by Iycrus(2:;7+), where:

IVCLUB(ZT§ T‘r) = Ep(z.,.,r,) [log (](7'7 ‘ 273 9)] - ]Ep(z.,-)Ep(rT) [lOg q(rT | 275 9)] : )

The proof can be found in Appendix |Al This theorem reveals that we can minimize I(z,;r;) by
optimizing the surrogate loss Iycr,us(z; 7+ ). This surrogate loss can be intuitively understood as
aiming to optimize z, to hinder gy from predicting the corresponding reward r,, while encouraging
it to predict incorrect rewards.

Meanwhile, this upper bound holds only if Equation (3) is met. Therefore, in practice we also need
to optimize 6 to minimize the term Dxr,(p(z7,77)|/q(27,7+;6)), in order to satisfy Equation (3).
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According to Equation (3)), we know that minimizing Dk, (p(27, 7+)||q(27,7+;6)) is equivalent to
maximizing E, . )E,,. ) [logq(r; | z-;0)], which corresponds to the data’s log-likelihood.

Dy (p(zﬂ T'T) ||(Z(ZT, Trs 8)) = ]Ep(z,-,n-) [Ing(ZT, TT)] - Ep(z,-,r,-) [IOg CI(ZT, Tr; 0)]

5
= Ep(zT,r.,) [Ing(TT | ZT)] - Ep(z.mr.r) UOg Q(T‘r | 273 9)] .

Furthermore, to stabilize the training process in practical implementation, we discretize the reward
space and model ¢ (7 | z-; 0) as a classifier. More implementation details can be found in Appendix@]
By adding this return-agnostic learning loss, we force our SafetyTransformer to ignore information
related to return when outputting z., so that z, contains more information concerning safety factors.
In the 2D example shown in Figure 3] our method obtains a more accurate decision boundary.

3.2 DIFFUSION-GUIDED SAFE PoOLICY

Benefiting from the learned discriminator in Section [3.1} we can label each trajectory with one
safety signal that denotes its weight of safety. Next, we aim to leverage both the reward and safety
information in the offline dataset to learn a safe policy with high return. It is non-trivial as it
corresponds to a multi-objective optimization problem solely using offline dataset. In this process,
one core question is how the trajectory distribution changes according to the task return and safety
constraint? Inspired by the remarkable capability of Diffusion Model (Ho et al., 2020b) to express
distributions in recent applications (Lugmayr et al., 2022} Luo & Hul 2021} (Croitoru et al., 2023} [Li
et al.,[2022c)), we propose to utilize a conditional diffusion model to capture the relationship between
trajectory return, safety signal, and the trajectory distribution.

To be concrete, since there can exist significant differences among the trajectory distributions corre-
sponding to varying trajectory returns and safety constraints, we utilize a conditional diffusion model
to generate trajectories conditioned on trajectory return r, and safety signal z.. It is specifically im-
plemented by a classifier-free diffusion model, which means that ., and 2, are utilized as conditional
inputs for each step in the diffusion’s reverse denoising process. The training loss is defined as:

Loig(¥) = Ey o g0z [€(2h, b7, 230) — 6||2] ) (6)

where 2 indicates the trajectory 7, and 7, z are corresponding trajectory return and safety signal.
More detailed background knowledge of diffusion models can be found in Appendix

The trained diffusion model enables us to derive trajectory distributions under different inputs of
trajectory returns and safety constraints. Thus, by inputting high returns and safety weights, we
can obtain the desirable trajectory distribution. However, this alone is not sufficient to support
a complete decision-making process, as it only provides the joint distribution of state and action
sequences, instead of the desirable action distribution when given the states. Thus, to further
optimize a safe policy that can be deployed, we utilize the diffusion model to generate trajectories
of both high return and safety signal, denoted as D“. These generated trajectories, together with
the safe demonstrations, are employed to optimize a safe policy m, by optimizing the BC loss

Lec(n) = E(s ayupsupe [(m(s) — a)?].

4 EXPERIMENTS

Experiment Setup. To evaluate the effectiveness of various algorithms under our proposed new
problem setup, we first construct an offline dataset suite based on popular safe RL benchmark
environments, including tasks from SafetyGym, BulletGym, and MetaDrive. Within this offline
dataset suite, each task is equipped with an offline dataset without any cost labels and 10 ~ 15
safe demonstration trajectories. In this section, we primarily conduct experiments on this dataset
suite, aiming to evaluate the performance of some existing algorithms on this new problem setup
and validate whether our proposed algorithm can solve this problem well. We hope this dataset can
facilitate further future research concerning this direction. More details about the offline datasets are
provided in Appendix[C.3]

Baseline Design. To investigate the features of our new proposed problem setup, and validate the
effectiveness of our proposed algorithm, we mainly incorporate the following baselines for evaluation:



Under review as a conference paper at ICLR 2025

Table 1:

Performance of algorithms across different tasks. Each result is averaged over 20 episodes

and 5 random seeds. The unsafe results are marked gray, while safe results are bolded. Among them,
the highest safe result for each task is marked blue. When ranking the algorithms, safe results are
ranked higher. If two results are both safe or unsafe, those with higher returns are ranked higher.

Task | BC-AIl  BC-Safe | TD3+BC QL CQL | DWBC RGM CDT-V | DSPO (Ours)
CarButton]l | 0.1120.07  0.20£0.02 | 030£0.14  0.1740.03  0.06:£0.03 | 0.25£0.01  0.060.01  0.170.01 | 0.05+0.01
CarButton2 0.03+0.04 0.164+0.06 | 0.44+0.02 0.07+0.01 -0.05+0.02 | 0.17+0.07 -0.20+0.04 0.38+0.01 0.04+0.01

CarGoall 0374004  0.5940.02 | 0.65-0.02  0.38+0.01 0.23+0.02 | 0.63+0.02  036+0.01 0.69+0.01 | 0.42+0.05
CarGoal2 | 0.25£0.04 0.45+0.09 | 0.6940.02 0.26+0.02 0.16:£0.04 | 0.57£0.01  0.26:£0.04 0.65:0.01 | 0.21£0.01
CarPushl 0.16:£0.03  0.2810.02 | 0.2540.02  0.19+0.02  0.19+0.02 | 0.30+0.01  0.19+0.01 031001 | 0.19+0.03
CarPush2 | 0.07£0.06 0.15+0.03 | 0.1820.03  0.06=0.01  0.06:£0.02 | 0.19£0.02  0.08£0.01  0.19:0.01 | 0.05+0.01
PointButtonl 0.15+0.04 0.484+0.02 | 0.31+0.13 0.23+0.02 0.0740.01 0.514+0.03 0.184+0.01 0.62+0.01 0.08+0.01
PointButton2 | 0.230.07  0.38-20.06 | 0.57-£0.04 02920.01  0.1320.01 | 0.46£0.03  0.25£0.01  0.60-0.01 | 0.10+0.01
PointGoall | 0.55+0.09 0.50+0.11 | 0.75+0.01 0.60=0.01 0.46+0.04 | 0.71=0.01 0.48+0.02 0.720.02 | 0.40::0.03
PointGoal2 | 0.49-0.08 0.3940.06 | 0.80-0.01 0.55+0.03 0354002 | 0.63£0.02 0514003 0.730.01 | 0.3120.02
PointPushl | 0.20£0.05 0.23-20.06 | 0.34--0.02 0.18£0.01 0142003 | 0254001 0.1820.01  0.310.01 | 0.18+0.01
PointPush? | 0.15-0.04 0.1940.03 | 0.20+0.03 0.14=0.01  0.10£0.01 | 0.04=0.01  0.10=0.04 0.24--0.02 | 0.24+0.01
HalfCheetahVel | 0.96:0.02  0.70£0.21 | 1.08-0.01 1.1420.01  1.0320.02 | 1.0420.01  0.45£0.03 0.99--0.02 | 0.85+0.02
SwimmerVel | 0.55+£0.09 0.67+0.01 | 0.2940.03 0.38+0.05 0.05+0.01 | 0.68-0.01 0.18+0.13 0.68-0.01 | 0.68+0.01
Walker2dVel | 0.78£0.02 0.56+0.19 | 0.0420.02  0.95£0.02  0.78-0.18 | 0.79£0.01  0.79+£0.01 0.79:0.01 | 0.79:0.01
Asafe‘yGym ‘ 6.1 54 ‘ 43 5.1 6.1 ‘ 47 6.4 42 ‘ 11
verage Rank
AntCircle | 0.6220.03  0.22:£0.02 | 0.94£0.03 0.90£0.01  0.00£0.00 | 0.2320.01  0.56=0.04 0.61-£0.01 | 0.39-0.02
AntRun 0.724+0.06  0.1240.01 | 0.31+0.12 0.77+0.01 0.7940.01 0.48+0.01 0.65+0.01 0.764+0.01 0.69+0.02
CarCircle | 0.7140.03  0.67£0.05 | 0.8820.01 0.91+0.01  0.20£0.02 | 0.72£0.01  0.80£0.01  0.92:0.01 | 0.73£0.01
DroneCircle | 0.64-0.02  0.15+0.12 | 0.65:0.01 0.64-0.02  0.17£0.10 | 0.32£0.06  0.67-£0.01  0.740.01 | 0.57£0.03
DroneRun | 0.56-0.04 0.58-£0.01 | 0.75:0.08 0.65-0.03 -0.05-0.06 | 0.60-£0.02  0.56£0.01 0.36=-0.01 | 0.57-£0.02
AB“"""GY“‘ ‘ 6.0 7.0 ‘ 44 4.0 62 ‘ 5.6 48 46 ‘ 22
verage Rank
casydense | 0.19+£0.29 015014 | 0.8820.01 0.6820.05 0.1820.05 | 0.60£0.01 0.48+£0.01 0.58--0.08 | 0.20+0.01
mediummean | 0.23£0.30 0.2420.19 | 0.96-0.01 0.85£0.02 0.14£0.13 | 0.71-0.07 0.90+0.01  0.24+0.01 | 0.24:0.02
hardsparse | 0.48+0.06  0.07-0.05 | 0.50£0.01 0.1340.02  0.08£0.06 | 0.45+0.01 0.51-0.02 0.23-0.01 | 0.10+0.01
AM““D"W ‘ 47 5.0 ‘ 57 76 57 ‘ 37 43 53 ‘ 2.0
verage Rank

BC-AIl: This baseline learns policies through behavior cloning utilizing all offline data, i.e.,
the trajectories from both safe demonstrations and the supplementary offline dataset.

BC-Safe: This baseline also conducts behavior cloning to optimize policies, but utilizing
the safe demonstrations only.

Offline RL Methods: We include three offline RL methods, i.e., TD3+BC (Fujimoto & Gul
2021), IQL (Kostrikov et al.,[2021), and CQL (Kumar et al.,[2020), that learn the policies

based on the reward signals within the offline dataset.

DWBC 20224): DWBC is an offline imitation learning (IL) method that learns
from mixed-quality data. The safe demonstrations and offline supplementary dataset in our
experiments respectively correspond to the limited expert data and mixed-quality dataset in
the setting of DWBC method.

RGM 2022a): RGM is an offline policy optimization method that learns from
the offline dataset with imperfect rewards. It proposes a bi-level optimization framework
to correct the rewards, enabling the resulting policy to match the limited expert data.
Considering the task reward labels within the dataset as imperfect rewards, RGM can be
naturally applied to our problem setting.

CDT-V (CDT-Variant): CDT is one of the SOTA offline safe RL algo-
rithms, which proposes a constraint decision transformer for safe decision-making. However,
it relies on Markovian cost labels within the dataset. To incorporate it for comparison, we
design a variant of CDT, CDT-V, that first learns transition-level cost signals and then applies
the CDT algorithm.

In this section, we mainly aim to utilize the experimental results to answer the following research
questions: 1) How do various algorithms perform under our problem setup, and can our method
achieve superior safety performance over different categories of algorithms (Section %’ 2) Does

our designed SafetyTransformer architecture benefit the discriminator learning (Section

does the

7 3) How
return-agnostic loss affect the learning results of safety signals (Section .3))?
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4.1 SAFETY PERFORMANCE COMPARISON

We first test all the baselines on the offline dataset suite to evaluate their performance when learning
from the offline dataset without cost labels. The complete evaluation results are provided in Table|I]
Although the problem setting resembles some real-world task scenarios, it is also more challenging as
shown in the results in Table|l} where the majority of these baselines struggle to achieve safe policies
in most scenarios. For example, one offline RL method TD3+BC, which applies the TD3 (Fujimoto
et al.,|2018) algorithm on the offline dataset with BC regularization, fails to obtain safe policies across
all tasks. This reveals that directly applying existing offline RL methods in real-world applications
can involve significant risks, calling for more safe and effective solutions.

Despite not failing to obtain safe policies across all tasks like TD3+BC, the other two offline RL
methods, IQL and CQL, also face great challenges in obtaining safe policies in most scenarios. This
phenomenon motivates our approach which involves first learning the safety signals for trajectories
to guide the safe policy learning, rather than solely exploiting the reward signals within the offline
dataset. The two behavior cloning methods, BC-All and BC-Safe, ignore the reward information in
the dataset, but still fail to achieve good safety performance. The reason is that for BC-All, the training
dataset is complex and mixed, containing various trajectory data, resulting in no guaranteed learning
outcomes. For BC-Safe, the safe demonstrations are limited, which may strengthen the compounding
error issue of BC method. The other three baselines, despite incorporating additional algorithm
designs, also face poor safety performance in most tasks. In contrast, by leveraging trajectory-wise
safety signal learning and diffusion-guided policy optimization, our method consistently achieves
safe policies with competitive scores across most tasks.

Effect of return-agnostic discriminator. In fact, DWBC shares similarities with our approach in
that they both derive the final policy through BC and both learn a discriminator. However, DWBC
ignores the bi-objective (i.e., task performance & safety) property of the offline dataset and directly
follows a target similar to Equation to train the discriminator network. The issue with this
practice is that some unsafe but high-return trajectories in the dataset might also resemble the safe
demonstrations, causing the discriminator to assign large weight to these trajectories as well. This
explains why DWBC exhibits high task performance in many tasks but neglects safety requirements.

Transition-wise v.s. Trajectory-wise safety signal. The RGM and CDT-V algorithms incorporate
safety into consideration by treating task reward information as imperfect and correcting it accordingly
via a bi-level optimization method. Essentially, they both learn safety signals at the transition level.
However, they still fail to achieve safe results in quite many tasks. We hypothesize one possible
reason is that the transition-level safety signals are hard to reconstruct and inaccurate safety signals
can lead to unfavorable policy results. In contrast, the better safety performance of our approach, to
some extent, demonstrates the superiority of our practice.

4.2 TRANSFORMER ARCHITECTURE HELPS CAPTURE TRAJECTORY FEATURES
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Figure 4: Ablation study to compare SafetyTransformer architecture with MLP backbone.

Since we aim to learn trajectory-wise safety signals, we propose a transformer-architecture dis-
criminator, SafetyTransformer, to help extract the non-Markovian trajectory features. To validate
the effectiveness of this architecture design, we compare it with a Multi-Layer Perceptron (MLP)
backbone with similar parameter size. Specifically, we separate the safe trajectories and unsafe
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Table 2: Ablation results on return-agnostic learning. Pear Corr. is the short for Pearson correlation
coefficient, which represents the correlation between the weights output by the discriminator and
whether the trajectory is actually safe. “gp” means utilizing gradient-penalty. The best result in each
metric is highlighted in bold, and the gray values in the Final Score indicate that the agent fails to
achieve safe behavior.

Method | Recall % | Accuracy % | F1Score % | Pearson Corr. | Final Score
w/ return-agnostic (ours) | 95.284+0.01 | 89.28+0.02 | 89.52+0.01 0.84+0.01 48.68+4.87
w/o return-agnostic 6.01+0.04 53.61+£0.05 11.074+0.04 0.10+0.01 34.004+14.60
w/o return-agnostic, w/ gp | 83.69+0.02 | 74.43+0.03 | 75.88+0.02 0.51+£0.02 68.15+4.87
I Tl T
7/ é“ .
i = i = i = Em; t
| ¢
DL G ) | )| Y L G =
= 3 @ w/ return-agnostic /o return-agnostic W/o return-agnostic (gp)
(a) (b)

Figure 5: A specific case study on MetaDrive-hardsparse. Only our method applying return-agnostic
learning determine the sample as safe and successfully recall it.

trajectories for each task. This two architecture backbones are trained for this classification task, and
then evaluated on a separate part of leave-out data. The final evaluation results presented in Figure ]
reveal that our SafetyTransformer architecture significantly outperforms the MLP backbone. For
example, on SwimmerVel, our SafetyTransformer is nearly twice the accuracy of MLP backbone.

4.3 RETURN-AGNOSTIC LEARNING BRINGS BETTER SAFETY SIGNALS

In our approach, to avoid the discriminator assigning large weight to unsafe trajectories yet with
high returns, we propose a return-agnostic learning method that aims to minimize the MI between
discriminator output and the trajectory return. In this section, we ablate it on the hardsparse task of
MetaDrive to investigate its effect on the discriminator learning and final policy performance.

Specifically, we proposed two ablation baselines: one that trains the discriminator directly using
safe demonstrations and unlabeled data (w/o return-agnostic), and another that incorporates gradient
penalty on this basis to prevent overfitting (w/o return-agnostic, w/ gp). We evaluate various metrics,
including the proportion of safe samples successfully recalled from unlabeled data (Recall), the
overall accuracy (Accuracy) of safety determination and its F1 score (F1 Score), the Pearson
correlation coefficient between the discriminator output weight and actual trajectory safety (Pearson
Corr.), as well as the performance of the final derived policy (Final Score). The results in Table
show that our method consistently achieves best performance across different metrics when applying
return-agnostic learning, demonstrating its effectiveness.

To enhance understanding, we present a specific case study in Figure[5] In this trajectory, the vehicle
successfully avoids collisions and stays within the lane boundaries, making it a safe trajectory sample
that embodies safe decision-making knowledge. However, it has a low return due to the vehicle’s slow
speed. Directly training the discriminator without return-agnostic learning fails to assign a significant
weight to this sample, which aligns with the low recall ratio in Table[2] While incorporating gradient
penalty mitigates this issue, it still does not recall this case. Furthermore, it is likely to recall some
high-return unsafe samples, which explains why it achieves a high final policy score yet being unsafe.

5 RELATED WORK

5.1 OFFLINE SAFE REINFORCEMENT LEARNING

The goal of offline safe reinforcement learning is to learn safe RL policies from offline datasets,
addressing the safety concerns that arise during the training and deployment phases of conventional
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RL (Le et al., 2019} [ Xu et al., 2022b; [Lee et al.l [2022; [Liu et al., [2023}; [Lin et al., 2023)). Offline
safe RL challenges the conventional issues of distribution shifts between data-collection and learned
policies (Fujimoto et al.,[2019; |[Fujimoto & Gu, 2021} Kostrikov et al.||2021)), and confronts additional
complexities due to cost constraints. To address these issues, previous works have made significant
efforts. CBPL (Le et al., 2019) approaches offline safe RL as a problem of batch policy learning
under constraints and addresses it from a game-theoretic perspective, employing Fitted Q Evaluation
(FQE) for policy evaluation and Fitted Q Iteration (FQI) for policy improvement. CPQ (Xu et al.|
2022b) identifies both original unsafe actions and out-of-distribution actions as unsafe within the
dataset, and modifies the Bellman update of the reward critic to penalize such unsafe state-action
pairs. COptiDICE (Lee et al.| 2022) adeptly mimics the behaviors within the dataset, adjusted by
the distribution corrections of the optimal policy, while adhering to upper cost constraints. CDT
(Liu et al., [2023)) introduces a method based on a return-conditioned sequential modeling framework
that incorporates safety constraints, enabling rapid adaptation of policies to varying deployment
conditions. TREBI (Lin et al., 2023) revisits the issue of real-time budget constraints from the
perspective of trajectory distribution and addresses it through diffusion model planning. However,
these existing methods all require a step-wise Markovian cost function and cannot be directly applied
to the setting studied in this paper, while our method DSPO stands out as the only method that can
learn safe policies without cost labels.

5.2 DIFFUSION MODEL FOR DECISION MAKING

Recently, diffusion models, a class of generative models, have demonstrated remarkable performance
across various fields, particularly excelling in text-to-image generation (Rombach et al., 2021} |Saharia
et al.,|2022). These models have outperformed previous generative models in terms of generation
quality and training stability (Lugmayr et al., 2022} |Luo & Hu, 2021} |Croitoru et al.| [2023; [Li et al.|
2022c). Recognizing the potent generative abilities of diffusion models, an increasing number of
researchers are now leveraging them to tackle challenges in the RL realm.

One approach within this research utilizes diffusion models as planners (Janner et al., [2022; Liang
et al.l [2023; N1 et al.| 2023; Zhu et al.,|2023a)), which, unlike traditional model-based methods (Mo-
erland et al.| 2023} [Luo et al.| |2022), avoid the compounding error issue through a non-regressive
planning scheme (Janner et al}2022). In some instances, guided-sampling techniques are used to
generate trajectories with higher returns or to meet specific constraints (Liang et al.| {2023} Xiao et al.}
2023)). Additionally, there is research where diffusion models are employed directly as the policy (Zhu
et al.| [2023b). The ability of diffusion models to represent complex multi-modal distributions allows
these diffusion-based policies to achieve superior performance in both offline RL (Wang et al., [2022)
and imitation learning scenarios (Pearce et al.,[2022; |Reuss et al., 2023).

Beyond these applications, another significant use of diffusion models is as data synthesizer (Zhu
et al.}2023bj Zhang et al., 2024} Jackson et al.| [2024)). Researchers have trained diffusion models on
existing replay buffers to generate additional training samples for policy learning (Lu et al.| [2023)),
as well as using these models for data augmentation in multi-task learning, leading to improved
performance compared to existing methods (He et al., 2023)). Our method, DSPO, primarily uses the
diffusion model as a data synthesizer. However, it is conditionally dependent on two variables, i.e.,
trajectory return and safety signal, for data augmentation.

6 CONCLUSION

Safe decision-making is crucial for real-world applications, necessitating offline safe reinforcement
learning (RL) to ensure safe policy training and deployment. However, existing offline safe RL
methods typically assume the presence of Markovian cost labels in the dataset, which may not be
true for many real-world tasks. To advance offline safe RL towards practical scenarios, we propose a
new problem setup: learning a safe policy from an offline dataset without any cost labels, but with
limited safe demonstrations included. In this paper, we introduce a suite of offline datasets across
tasks from SafetyGym, BulletGym, and MetaDrive. We also propose a novel algorithm to address
this more challenging problem. Extensive evaluations demonstrate the superiority of our approach in
tackling this issue. In the future, we aim to extend our benchmark to more complex real-world tasks
and consider other problem settings that closely align with real-world applications.

10



Under review as a conference paper at ICLR 2025

REFERENCES

Joshua Achiam, David Held, Aviv Tamar, and Pieter Abbeel. Constrained policy optimization. In
International Conference on Machine Learning, pp. 22-31, 2017.

Fahiem Bacchus, Craig Boutilier, and Adam Grove. Rewarding behaviors. In Proceedings of the
National Conference on Artificial Intelligence, pp. 1160-1167, 1996.

Fahiem Bacchus, Craig Boutilier, and Adam Grove. Structured solution methods for non-markovian
decision processes. In Proceedings of the AAAI Conference on Artificial Intelligence, pp. 112-117,
1997.

Christopher Berner, Greg Brockman, Brooke Chan, Vicki Cheung, Przemystaw Debiak, Christy
Dennison, David Farhi, Quirin Fischer, Shariq Hashme, Chris Hesse, et al. Dota 2 with large scale
deep reinforcement learning. arXiv preprint arXiv:1912.06680, 2019.

Lili Chen, Kevin Lu, Aravind Rajeswaran, Kimin Lee, Aditya Grover, Misha Laskin, Pieter Abbeel,
Aravind Srinivas, and Igor Mordatch. Decision transformer: Reinforcement learning via sequence
modeling. Advances in Neural Information Processing Systems, 34:15084—15097, 2021.

Pengyu Cheng, Weituo Hao, Shuyang Dai, Jiachang Liu, Zhe Gan, and Lawrence Carin. Club: A
contrastive log-ratio upper bound of mutual information. In International Conference on Machine
Learning, pp. 1779-1788, 2020.

Antonio Coronato, Muddasar Naeem, Giuseppe De Pietro, and Giovanni Paragliola. Reinforcement
learning for intelligent healthcare applications: A survey. Artificial Intelligence in Medicine, 109:
101964, 2020.

Florinel-Alin Croitoru, Vlad Hondru, Radu Tudor Ionescu, and Mubarak Shah. Diffusion models in
vision: A survey. IEEE Transactions on Pattern Analysis and Machine Intelligence, 45:10850—
10869, 2023.

Stephen Dankwa and Wenfeng Zheng. Twin-delayed ddpg: A deep reinforcement learning tech-
nique to model a continuous movement of an intelligent robot agent. In Proceedings of the 3rd
international conference on vision, image and signal processing, pp. 1-5, 2019.

Bin Fang, Shidong Jia, Di Guo, Muhua Xu, Shuhuan Wen, and Fuchun Sun. Survey of imitation
learning for robotic manipulation. International Journal of Intelligent Robotics and Applications,
3:362-369, 2019.

Scott Fujimoto and Shixiang Shane Gu. A minimalist approach to offline reinforcement learning.
Advances in Neural Information Processing Systems, 34:20132-20145, 2021.

Scott Fujimoto, Herke Hoof, and David Meger. Addressing function approximation error in actor-
critic methods. In International Conference on Machine Learning, pp. 1587-1596, 2018.

Scott Fujimoto, David Meger, and Doina Precup. Off-policy deep reinforcement learning without
exploration. In International Conference on Machine Learning, pp. 2052-2062, 2019.

Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair,
Aaron Courville, and Yoshua Bengio. Generative adversarial networks. Communications of the
ACM, 63(11):139-144, 2020.

Sven Gronauer. Bullet-safety-gym: A framework for constrained reinforcement learning. Technical
report, mediaTUM, 2022.

Haoran He, Chenjia Bai, Kang Xu, Zhuoran Yang, Weinan Zhang, Dong Wang, Bin Zhao, and Xue-
long Li. Diffusion model is an effective planner and data synthesizer for multi-task reinforcement
learning. arXiv preprint arXiv:2305.18459, 2023.

Jonathan Ho, Ajay Jain, and Pieter Abbeel. Denoising diffusion probabilistic models. In Advances in
Neural Information Processing Systems, pp. 6840-6851, 2020a.

Jonathan Ho, Ajay Jain, and Pieter Abbeel. Denoising diffusion probabilistic models. Advances in
Neural Information Processing Systems, 33:6840-6851, 2020b.

11



Under review as a conference paper at ICLR 2025

Matthew Thomas Jackson, Michael Tryfan Matthews, Cong Lu, Benjamin Ellis, Shimon Whiteson,
and Jakob Foerster. Policy-guided diffusion. arXiv preprint arXiv:2404.06356, 2024.

Michael Janner, Yilun Du, Joshua Tenenbaum, and Sergey Levine. Planning with diffusion for
flexible behavior synthesis. In International Conference on Machine Learning, pp. 9902-9915,
2022.

Jiaming Ji, Jiayi Zhou, Borong Zhang, Juntao Dai, Xuehai Pan, Ruiyang Sun, Weidong Huang,
Yiran Geng, Mickel Liu, and Yaodong Yang. Omnisafe: An infrastructure for accelerating safe
reinforcement learning research. arXiv preprint arXiv:2305.09304, 2023.

Changyeon Kim, Jongjin Park, Jinwoo Shin, Honglak Lee, Pieter Abbeel, and Kimin Lee. Preference
transformer: Modeling human preferences using transformers for rl. In International Conference
on Learning Representations, 2022.

Diederik P Kingma and Max Welling. Auto-encoding variational bayes. arXiv preprint
arXiv:1312.6114, 2013.

Ilya Kostrikov, Ashvin Nair, and Sergey Levine. Offline reinforcement learning with implicit
g-learning. In International Conference on Learning Representations, 2021.

Aviral Kumar, Aurick Zhou, George Tucker, and Sergey Levine. Conservative g-learning for offline
reinforcement learning. Advances in Neural Information Processing Systems, 33:1179-1191, 2020.

Hoang Le, Cameron Voloshin, and Yisong Yue. Batch policy learning under constraints. In Interna-
tional Conference on Machine Learning, pp. 3703-3712, 2019.

Luc Le Mero, Dewei Yi, Mehrdad Dianati, and Alexandros Mouzakitis. A survey on imitation learning
techniques for end-to-end autonomous vehicles. IEEE Transactions on Intelligent Transportation
Systems, 23(9):14128-14147, 2022.

Jongmin Lee, Cosmin Paduraru, Daniel ] Mankowitz, Nicolas Heess, Doina Precup, Kee-Eung Kim,
and Arthur Guez. Coptidice: Offline constrained reinforcement learning via stationary distribution
correction estimation. arXiv preprint arXiv:2204.08957, 2022.

Jianxiong Li, Xiao Hu, Haoran Xu, Jingjing Liu, Xianyuan Zhan, Qing-Shan Jia, and Ya-Qin Zhang.
Mind the gap: Offline policy optimization for imperfect rewards. In International Conference on
Learning Representations, 2022a.

Quanyi Li, Zhenghao Peng, Lan Feng, Qihang Zhang, Zhenghai Xue, and Bolei Zhou. Metadrive:
Composing diverse driving scenarios for generalizable reinforcement learning. [EEE Transactions
on Pattern Analysis and Machine Intelligence, 45(3):3461-3475, 2022b.

Xiang Li, John Thickstun, Ishaan Gulrajani, Percy S Liang, and Tatsunori B Hashimoto. Diffusion-lm
improves controllable text generation. Advances in Neural Information Processing Systems, pp.
4328-4343, 2022c.

Zhixuan Liang, Yao Mu, Mingyu Ding, Fei Ni, Masayoshi Tomizuka, and Ping Luo. Adaptdiffuser:
Diffusion models as adaptive self-evolving planners. arXiv preprint arXiv:2302.01877, 2023.

Qian Lin, Bo Tang, Zifan Wu, Chao Yu, Shangqin Mao, Qianlong Xie, Xingxing Wang, and Dong
Wang. Safe offline reinforcement learning with real-time budget constraints. In International
Conference on Machine Learning, pp. 21127-21152, 2023.

Zuxin Liu, Zhepeng Cen, Vladislav Isenbaev, Wei Liu, Steven Wu, Bo Li, and Ding Zhao. Constrained
variational policy optimization for safe reinforcement learning. In International Conference on
Machine Learning, pp. 13644—13668, 2022.

Zuxin Liu, Zijian Guo, Yihang Yao, Zhepeng Cen, Wenhao Yu, Tingnan Zhang, and Ding Zhao. Con-
strained decision transformer for offline safe reinforcement learning. In International Conference
on Machine Learning, pp. 21611-21630, 2023.

Zuxin Liu, Zijian Guo, Haohong Lin, Yihang Yao, Jiacheng Zhu, Zhepeng Cen, Hanjiang Hu,
Wenhao Yu, Tingnan Zhang, Jie Tan, and Ding Zhao. Datasets and benchmarks for offline safe
reinforcement learning. Journal of Data-centric Machine Learning Research, 2024.

12



Under review as a conference paper at ICLR 2025

Cong Lu, Philip J Ball, and Jack Parker-Holder. Synthetic experience replay. In ICLR’s Workshop on
Reincarnating Reinforcement Learning, 2023.

Andreas Lugmayr, Martin Danelljan, Andres Romero, Fisher Yu, Radu Timofte, and Luc Van Gool.
Repaint: Inpainting using denoising diffusion probabilistic models. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 11461-11471, 2022.

Fan-Ming Luo, Tian Xu, Hang Lai, Xiong-Hui Chen, Weinan Zhang, and Yang Yu. A survey on
model-based reinforcement learning. arXiv preprint arXiv:2206.09328, 2022.

Shitong Luo and Wei Hu. Diffusion probabilistic models for 3d point cloud generation. In Proceedings
of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 2837-2845, 2021.

Thomas M Moerland, Joost Broekens, Aske Plaat, Catholijn M Jonker, et al. Model-based rein-
forcement learning: A survey. Foundations and Trends® in Machine Learning, 16(1):1-118,
2023.

Fei Ni, Jianye Hao, Yao Mu, Yifu Yuan, Yan Zheng, Bin Wang, and Zhixuan Liang. Metadiffuser:
Diffusion model as conditional planner for offline meta-rl. arXiv preprint arXiv:2305.19923, 2023.

Tim Pearce, Tabish Rashid, Anssi Kanervisto, David Bignell, Mingfei Sun, Raluca Georgescu,
Sergio Valcarcel Macua, Shan Zheng Tan, Ida Momennejad, Katja Hofmann, et al. Imitating
human behaviour with diffusion models. In NeurIPS’s Workshop on Deep Reinforcement Learning,
2022.

Moritz Reuss, Maximilian Li, Xiaogang Jia, and Rudolf Lioutikov. Goal-conditioned imitation
learning using score-based diffusion policies. arXiv preprint arXiv:2304.02532, 2023.

Robin Rombach, Andreas Blattmann, Dominik Lorenz, Patrick Esser, and Bjorn Ommer. High-
resolution image synthesis with latent diffusion models. In Conference on Computer Vision and
Pattern Recognition, pp. 10674-10685, 2021.

Chitwan Saharia, William Chan, Saurabh Saxena, Lala Li, Jay Whang, Emily L Denton, Kamyar
Ghasemipour, Raphael Gontijo Lopes, Burcu Karagol Ayan, Tim Salimans, et al. Photorealistic
text-to-image diffusion models with deep language understanding. Advances in Neural Information
Processing Systems, 35:36479-36494, 2022.

Bharat Singh, Rajesh Kumar, and Vinay Pratap Singh. Reinforcement learning in robotic applications:
a comprehensive survey. Artificial Intelligence Review, 55(2):945-990, 2022.

Jascha Sohl-Dickstein, Eric Weiss, Niru Maheswaranathan, and Surya Ganguli. Deep unsupervised
learning using nonequilibrium thermodynamics. In International Conference on Machine Learning,
pp. 2256-2265, 2015.

Adam Stooke, Joshua Achiam, and Pieter Abbeel. Responsive safety in reinforcement learning by
pid lagrangian methods. In International Conference on Machine Learning, pp. 9133-9143, 2020.

Jingyuan Wang, Yang Zhang, Ke Tang, Junjie Wu, and Zhang Xiong. Alphastock: A buying-winners-
and-selling-losers investment strategy using interpretable deep reinforcement attention networks.
In Proceedings of the 25th ACM SIGKDD International Conference on Knowledge Discovery &
Data Mining, pp. 1900-1908, 2019.

Zhendong Wang, Jonathan J Hunt, and Mingyuan Zhou. Diffusion policies as an expressive policy

class for offline reinforcement learning. In International Conference on Learning Representations,
2022.

Wei Xiao, Tsun-Hsuan Wang, Chuang Gan, and Daniela Rus. Safediffuser: Safe planning with
diffusion probabilistic models. arXiv preprint arXiv:2306.00148, 2023.

Haoran Xu, Xianyuan Zhan, Honglei Yin, and Huiling Qin. Discriminator-weighted offline imitation

learning from suboptimal demonstrations. In International Conference on Machine Learning, pp.
24725-24742, 2022a.

13



Under review as a conference paper at ICLR 2025

Haoran Xu, Xianyuan Zhan, and Xiangyu Zhu. Constraints penalized g-learning for safe offline rein-
forcement learning. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 36,
pp. 8753-8760, 2022b.

Zhilong Zhang, Yihao Sun, Junyin Ye, Tian-Shuo Liu, Jiaji Zhang, and Yang Yu. Flow to better: Of-
fline preference-based reinforcement learning via preferred trajectory generation. In International
Conference on Learning Representations, 2024.

Zhengbang Zhu, Minghuan Liu, Liyuan Mao, Bingyi Kang, Minkai Xu, Yong Yu, Stefano Ermon,
and Weinan Zhang. Madiff: Offline multi-agent learning with diffusion models. arXiv preprint
arXiv:2305.17330, 2023a.

Zhengbang Zhu, Hanye Zhao, Haoran He, Yichao Zhong, Shenyu Zhang, Yong Yu, and Weinan
Zhang. Diffusion models for reinforcement learning: A survey. arXiv preprint arXiv:2311.01223,
2023b.

14



Under review as a conference paper at ICLR 2025

A THEOREM PROOF

Theorem 1 (Variational Contrastive Log-Ratio Upper Bound (Cheng et al.,|[2020)). Let g(r; | z-;0)
be a variational approximation of p(r. | z;) with parameter 0. Denote q(z,,7;0) = q(r; |
273 0)p(2;). If the following condition is met:

DKL(p(ZTa r‘l’)Hq(ZTﬂ Tz 9)) < DKL(p(TT)p(ZT)HQ(Zn Tz 9))7 @)
then the mutual information I(z;;r;) is bounded above by I,crus(zr; 1), where:

IVCLUB(ZT; TT) = IE:p(zT,rT) [10g Q(TT ‘ Zr3 0)] - ]Ep(zT)Ep(rT) [lOg Q(TT | 2 0)] . (8)

Proof. Consider the following expressions:

p(zr,77) ] )

Dxv(p(zr,m-)|q(27, 775 0)) = Epzrrr) [log q(zr,77;0)

p(r-)p(zr)
Dk (p(r+)p(ze)lla(zr, 773 0)) = Ep ) Bpr,) |:10gq(zq_,7,_’_;9) :
This allows us to rewrite Eq. (7) as:
P(an-r) p(TT)p(ZT)
E log————| <E E log —/—————=| . 9
P(er.mr) |: o8 q(ZT7 Trs 9):| = Tplzn)Ep(ro) |: o8 q(ZT, Tr; 9) ( )

Beside, since we have q(z.,r.;0) with q(r. | z:;6)p(z;), we can further have the following
derivations by substituting it:

p(zr,77) ] [ p(re)p(zr)
E log——_| <E E log ————=~
p(zr,77) [og 4(zr,rri0)| = p(27)Tp(rr) _og q(zr, 1710
p(TT | zr)p(z‘r) 1 [ p(TT)p(ZT) :|
Epizr ey |log —————~ | S Epiz)Epr,) |log ;
o ) |: Q(TT | ZT§9)p(ZT)_ p(zr)Zplrr) L Q(TT ‘ 27;9)})(2,.)
p(ry | 27) | [ p(rs) ]
Ep(er oy [log L < B, 1B,y |log
P )[ q(r [ 2:0)] = TP T G0 T 0)

It is further equivalent to:

Ep(z, rylogp(rr | 20)] = Epz, oy [log q(rr | 275 0)]
< IE:p(rf) [IOgP(TT)] - Ep(zT)Ep(rT)[log CI(TT | 23 9)]»
= Ep(e, ) llogp(rr | 27)] — Ep(r,y [log p(r7)]
< Epirrnllog q(rr | 205 0)] — By By, [log (77 | 215 0)).

(10)
Moreover, we know that the MI term is defined as:
I(ZT; TT) = ]Ep(z.r,rT) [lng(TT | ZT)] - Ep(n) [1ng(’l“7.)].
Thus according to Equation (I0), we have:
I(Zﬂ 7‘7—) = Ep(z,,r,-)[logp(r'r ‘ Z‘r)] - Ep(rf)[logp(TT)}
< Ep(zmn)[log q(TT | 2 9)] - Ep(zT)}Ep(rT)[log q(TT ‘ 273 9)]
— 1IyCLUB (zT; TT)'
O]

B ADDITIONAL BACKGROUND KNOWLEDGE ABOUT DIFFUSION MODEL

Diffusion models, introduced by (Sohl-Dickstein et al., [2015), simulate the thermodynamic process
of diffusion to create new data. Recently, the Denoising Diffusion Probabilistic Model (DDPM)
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framework (Ho et al.l 2020a) has demonstrated exceptional generative performance, surpassing
traditional models like Variational Autoencoders (VAEs) (Kingma & Welling, [2013)) and Generative
Adversarial Networks (GANs) (Goodfellow et al.,2020), and achieving notable success across various
applications (Lugmayr et al.| 2022} [Luo & Hul 2021} |Croitoru et al., 2023} |L1 et al., [2022c).

At the heart of this framework is a multi-step denoising procedure that transforms random noise
2T ~ N(0,1) into realistic data 2:°, essentially reversing the forward diffusion sequence 27 In
the forward process, each transition g(z!|x?~1) involves adding Gaussian noise with a scheduled

variance 3!, described by:

zt=Valat 41— atel,
where o = 1 — % and € ~ N(0,I). Consequently, ' follows a Gaussian distribution
N(Vatzt=1 1 — at). As T approaches infinity, o converges to zero, ensuring 27 is effectively
random noise from a standard Gaussian distribution.

To generate real data from this noise, a denoising network p, (z°~|x?) is used, which reverses the
forward transition. This involves a network e, (2!, t) that predicts the noise component €’, allowing
the mean of '~ to be calculated as:

oy 1 t L t
uw(x,t)—m Tt — 1,5[:&6‘/’(‘@’0 ,

where &" = HE:O a'. This equation enables the step-by-step denoising of random noise to obtain real
data z°. The network €, is trained by minimizing the loss Lpig (1)) = Ego 4 ¢ [||€" — €y (2, 8)]]].

t

C MORE EXPERIMENTAL DETAILS

C.1 INTRODUCTION TO THE EXPERIMENTAL ENVIRONMENTS

e

. " O

(a) SafetyGym (b) BulletGym (c) MetaDrive

Figure 6: There benchmark environments utilized in our experiments.

In this work, we primarily utilized three environments to conduct our offline safe RL experiments:
SafetyGym (Ji et al., 2023)), BulletGym (Gronauer;, [2022)), and MetaDrive (Li et al., 2022b). As
shown in Figure[6] these environments focus on simulating real-world safety constraints, and have
been popularly selected for exploring safe RL approaches, under both online and offline settings.

SafetyGym SafetyGym is a benchmark developed by OpenAl for studying safe RL. It places agents
in an environment together with different types of obstacles. The agents are expected to complete
tasks (Goal, Button, Push) without violating specific safety rules, such as avoiding obstacles. The
agents can be of different types, including Point, Car and Doggo (e.g., the Car in Figure[6a)), and the
task can be of different difficulty levels according to the density of obstacles.

BulletGym BulletGym is a robust platform for simulating robotic systems, focusing on a range
of locomotion and manipulation tasks. It is commonly utilized to investigate complex continuous
control challenges. To facilitate benchmarking safe decision-making, BulletGym often imposes
specific constraints on robotic velocities, ensuring that agents learn to navigate and act within safe
operational limits.

MetaDrive MetaDrive provides a highly customizable simulation environment designed for study-
ing autonomous driving and multi-agent systems. It offers realistic driving scenarios where agents
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must navigate complex road networks while making safe decisions, including avoiding collisions,
staying within lane boundaries, and responding to dynamic traffic conditions. This allows for a robust
training and testing environment for safe autonomous driving agents.

C.2 MORE DETAILS ABOUT THE BASELINES

In Section 4} we provide a concise overview of the baseline designs utilized in our experiments. This
includes offline RL methods, imitation learning techniques that incorporate supplementary data, a
reward-correction method, and a variant of a SOTA offline safe RL approach. Here, we provide more
details about the offline RL methods involved and some other categories of methods.

TD3+BC. TD3+BC (Fujimoto & Gul[2021) is an enhancement of the TD3 (Dankwa & Zheng]
2019) algorithm, specifically designed for offline RL. It incorporates a behavior cloning (BC) term
into the policy update process to regularize the learning, allowing the agent to leverage both the
learned value function and demonstrations from a fixed dataset. This algorithm significantly simplifies
the implementation compared to other offline RL methods, while achieving competitive performance.

IQL. IQL (Kostrikov et al.l[2021)) is a novel offline RL algorithm that avoids querying the values
of unseen actions during training while still enabling multi-step dynamic programming updates. It
achieves this through modifying the loss function of a standard SARSA-like temporal difference
update, representing a significant advancement in offline RL in recent years.

CQL. CQL (Kumar et al.,[2020) is a classic offline RL algorithm, which focuses on the value
overestimation issue when learning from a static dataset utilizing the traditional Q-learning methods.
By incorporating conservative estimates into the Q-function updates, CQL ensures that the learned
policy remains robust and effective.

DWBC. DWBC (Xu et al.,[2022a)) is an offline imitation learning method designed to learn from
datasets with a large proportion of suboptimal data. Similar to our problem setting, it assumes a small
set of expert demonstrations and a large number of non-expert data. It solves the problem through
enhancing behavior cloning by incorporating a discriminator that distinguishes between expert and
non-expert data. The outputs of this discriminator are utilized as weights in the behavioral cloning
loss, allowing the algorithm to selectively imitate high-quality transitions. Due to the similarity in
problem structure, DWBC (Xu et al., [2022a) can be directly applied to our problem setting. We
utilized the RGM’s open-source implementation.

RGM. RGM (Li et al.| 2022a)) considers the problem setting where the reward can be imperfect,
under an offline learning setting. Although the considered is entirely different from that of our work,
the solution presented in RGM also assumes that there is a small amount of expert demonstrations. It
formulates the problem as a bi-level optimization task. The upper layer adjusts a reward correction
term to minimize the reward gap based on expert data, while the lower layer solves a pessimistic
RL problem using the corrected rewards. This approach allows RGM to handle various types of
imperfect rewards without needing online interactions. RGM can be naturally applied to our problem
setting by considering that the task reward alone is imperfect reward, and there exist an oracle reward
considering both performance and safety. We utilized their official open-source implementation.

CTD-V. CDT (Liu et al.,2023) (Constrained Decision Transformer) is an approach for offline
safe reinforcement learning that addresses the trade-offs between safety and task performance. It
dynamically adjusts constraint thresholds during deployment without the need for retraining. It
leverages sequential modeling and introduces two key techniques: a stochastic policy with entropy
regularization and data augmentation via return relabeling. These features help CDT learn adaptive,
safe, and high-reward policies, outperforming existing baselines and enabling zero-shot adaptation to
different constraints. However, both the training and testing phases of CDT requires transition-level
cost labels, which is not accessible in our problem setting. To address it, our CDT-V learn the
transition-level costs leveraging the approach in RGM. Actually, the difference between the corrected
reward and the old reward can be viewed as an estimation of the safety at the transition level. We
utilized the official open-source implementations of RGM and CDT.
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Table 3: Some details about the experimental dataset.

Task \ Environment \ Number of Safe Demonstrations \ Number of Unlabled Data \ Cost Limit
CarButton1 SafetyGym 15 800 20
CarButton2 SafetyGym 15 800 20

CarGoall SafetyGym 15 800 20
CarGoal2 SafetyGym 15 800 20
CarPushl1 SafetyGym 15 800 20
CarPush2 SafetyGym 15 800 20
PointButton1 SafetyGym 15 800 20
PointButton2 SafetyGym 15 800 20
PointGoall SafetyGym 15 800 20
PointGoal2 SafetyGym 15 800 20
PointPush1 SafetyGym 15 800 20
PointPush2 SafetyGym 15 800 20
HalfCheetahVel | SafetyGym 15 800 20
SwimmerVel SafetyGym 15 800 20
Walker2d Vel SafetyGym 15 800 20
AntCircle BulletGym 15 500 10
AntRun BulletGym 15 500 10
CarCircle BulletGym 15 500 10
DroneCircle BulletGym 15 500 10
DroneRun BulletGym 15 500 10
easydense MetaDrive 15 400 10
mediummean MetaDrive 15 400 10
hardsparse MetaDrive 15 400 10

C.3 DETAILS ABOUT THE OFFLINE DATASET

In this work, we build an offline dataset suite, where for each task there exist a few number of safe
demonstrations and a supplementary offline dataset. Specifically, these datasets are collected on the
environments of SafetyGym, BulletGym, and MetaDrive, leveraging the open-source tool FSRL (Liu
et al.,2024). Regarding the definition of trajectory safety, we still rely on the cost information from
these environments for judgment, even though this cost information is not accessible to the agent
during training in our setup. When the cumulative cost of a trajectory exceeds a certain threshold,
called cost limit, we determine that the trajectory is unsafe. More detailed information about our
dataset is included in Table 3

D IMPLEMENTATION DETAILS

D.1 MORE IMPLEMENTATION DETAILS OF DSPO

Optimization of the variational contrastive log-ratio upper bound. In order to make our dis-
criminator be return-agnostic, thus avoiding assigning large safety weights to unsafe trajectories with
high returns, we propose to add one return-agnostic loss term which is the variational contrastive
log-ratio upper bound of the MI between trajectory return r, and safety signal z,. To optimize this
surrogate tractable loss, we need to parameterize ¢(z,,7,;6). In practice, to stabilize the training
process, we discretize the whole reward (scalar) space into ten bins, and model g(z.,r.;0) as a
ten-class classifier.

Diffusion-based trajectory generation. After obtaining the diffusion model, we utilize it to
generate safe trajectories with high returns for behavior cloning. In this process, we need to feed
conditional inputs to the diffusion model. In practice, for the input of trajectory return, we choose
the value in the range of safe demonstrations; for the input of safety signal, we choose the smallest
weight assigned to the safe demonstrations. The former ensures that the returns we input are within a
reasonable distribution, while the latter aims to recall as diverse trajectories as possible under the
condition of being safe to some extent.
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Al

gorithm 1 Training Algorithm

Require: Safe demonstrations D, supplementary offline dataset DV
Ensure: Derived safe policy 7.

1
2

3:

o]

10:

: Stage 1: Discriminator Training
: fori € [1,2, ..., max_iteration| do
Train variational predictor ¢y to maximize the log-likelihood log ¢(z.,r,;6) by sampling
trajectories from D U DP.
Train discriminator Dy to minimize Lgisc of Equation H and I,crus(z,;r-) of Equation
by sampling trajectories from D°, DU
end for
Utilize the trained discriminator network to label each trajectory 7 € D° U DY with a safety
signal 2.
Stage 2: Policy Optimization
Train the conditional diffusion model to minimize the DDPM loss Lp;g (7,/16) of Equation (@)
Utilize the trained diffusion model to generate a dataset of trajectories D™ by conditioning on
high trajectory returns and safety signals.
Optimize agent policy m,, by optimizing the BC loss Ly (7)), with data sampling from DS UDC,

D.

In

2 OVERALL ALGORITHM FLOW

this section, we introduce the overall procedure of our proposed approach DSPO, which is as

introduced in Algorithm|[T] In lines 1 to 6, we perform the first stage of our algorithm, where we train
the SafetyTransformer network in a return-agnostic manner. Lines 7 to 10 introduce the second stage

of

our algorithm, where we firstly train a diffusion model conditioned on the trajectory return r, and

safety signal z,, and then generate trajectory dataset DS of high returns and safety signals, which are
utilized to behavior clone a safe policy 7, together with DS,

D.3 SELECTION OF HYPER-PARAMETERS

In

this section, we provide the information of the main hyper-parameters of our approach in Table

Table 4: Hyper-parameter configurations.

Hyper-parameter Value
Learning rate of the discriminator training 0.00003
Coefficient for the L,cr,uB 0.1
Timesteps of training samples for underlying communication policy learning 2M
Batch size for diffusion model training 64
Total iterations for diffusion model training 200000
Learning rate for diffusion model training 0.0003
Loss type for diffusion model training L loss
The iteration to start the EMA update 1000
Decay rate of the EMA update 0.995
Interval of the EMA update 5 iterations
Diffusion timesteps, the steps for message denoising 100
Embedding dimension for the U-Net backbone of diffusion model 64
Hidden dimension for the attention layer of diffusion model 128
Batch size for policy behavior cloning 64
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