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Abstract

We investigate different aspects of area convexity [Shel7|, a mysterious tool introduced
to tackle optimization problems under the challenging /., geometry. We develop a deeper
understanding of its relationship with more conventional analyses of extragradient methods
[Nem04, Nes07]. We also give improved solvers for the subproblems required by variants of the
[Shel7] algorithm, designed through the lens of relative smoothness [BBT17, LEFN18].

Leveraging these new tools, we give a state-of-the-art first-order algorithm for solving box-
simplex games (a primal-dual formulation of £, regression) in a d x n matrix with bounded rows,
using O(log d - e~1) matrix-vector queries. Our solver yields improved runtimes for approximate
maximum flow, optimal transport, min-mean-cycle, and other basic combinatorial optimization
problems. We also develop a near-linear time algorithm for a matrix generalization of box-
simplex games, capturing a family of problems closely related to semidefinite programs recently
used as subroutines in robust statistics and numerical linear algebra.
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1 Introduction
Box-simplex, or £-¢1, games are a family of optimization problems of the form

min maxz' Ay —b'y+c . (1)

z€[—1,1]" yeAd

These problems are highly expressive, as high-accuracy solutions capture linear programs (LPs) as a
special case [LS15].! More recently, approximation algorithms for the family (1) have been applied
to improve runtimes for applications captured by LPs naturally bounded in the £, geometry. The
current state-of-the-art first-order method for (1) is by Sherman [Shel7|, who used the resulting
solver to obtain a faster algorithm for the maximum flow problem. As further consequences, solvers
for (1) have sped up runtimes for optimal transport [JST19|, a common task in modern computer vi-
sion [KPT*17], and min-mean-cycle [AP20], a basic subroutine in solving Markov decision processes
[ZP96], among other combinatorial optimization problems [AJJ*22, JJST22].

The runtimes of first-order methods for approximating (1) are parameterized by an additive
accuracy € > 0 and a Lipschitz constant? L := [|A|;_,;; in several prominent applications of (1)
where the relevant A has favorable structure, e.g. the column-sparse edge-vertex incidence matrix of
a graph, L is naturally small. Standard non-Euclidean variants of gradient descent solve a smoothed
variant of (1) using O(L2e~2) matrix-vector products with A and AT [Nes05, KLOS14]. Until
recently however, the lack of accelerated algorithms for (1) (using a quadratically smaller O(Le™1)
matrix-vector products) was a notorious barrier in optimization theory. This barrier arises due to
the provable lack of a strongly convex regularizer in the ¢, geometry with dimension-independent
additive range [ST18],® a necessary component of standard non-Euclidean acceleration schemes.

Sherman’s breakthrough work [Shel7| overcame this obstacle and gave an algorithm for solving
(1) using roughly O(L log(d)log(Le™t) - €71) matrix-vector products.* Roughly speaking, Sherman
exploited the primal-dual nature of the problem (1) to design a smaller regularizer over the ¢, ball
[—1,1]™, which satisfied a weaker condition known as area converity (rather than strong convexity).
The algorithm in [Shel7| combined an extragradient method “outer loop” requiring O(Llogd - e~ 1)
iterations, and an alternating minimization subroutine “inner loop” solving the subproblems required
by the outer loop in O(log(Le™!)) steps. However, Sherman’s analysis in [Shel7| was quite ad hoc,
and its relationship to more standard optimization techniques has remained mysterious. These
mysteries have made further progress on (1) and related problems challenging in several regards.

1. Sherman’s algorithm pays a logarithmic overhead in the complexity of its inner loop to solve
subproblems to high accuracy. Does it tolerate more approximate subproblem solutions?

2. The analysis of Sherman’s alternating minimization scheme relies on multiplicative stability
properties of the dual variable y. In generalizations of (1) where the dual variable is unstable,
how do we design solvers handling instability to maintain fast subproblem solutions?

3. The relationship between the area convexity definition [Shel7| and more standard Bregman
divergence domination conditions used in classical analyses of extragradient methods [Nem04,
Nes07] is unclear. Can we unify these extragradient convergence analyses?

'This follows as (1) generalizes (o regression minge(—1,1j» [|[Az —b||__, see Section 3.1 of [ST18].

2See Section 2.1 for notation used throughout the paper. ||Al,_, is the largest £1 norm of any column of A.

3For a function f, we call max f — min f its additive range.

4The runtime for solving subproblems required by [Shel7] was not explicitly bounded in that work, but a simple
initialization strategy bounds the runtime by O(log(Le™")), see Proposition 1 of [AJJT22].



A central goal of this work is to answer Question 3 by revisiting the area convexity technique
of [Shel7], and developing a deeper understanding of its relationship to more standard tools in
optimization theory such as relative smoothness [BBT17, LFN18| and the classical extragradient
methods of [Nem04, Nes07]. For convenience to the reader, we give self-contained expositions of
these relationships in Appendices A and B. As byproducts, our improved understanding of area
convexity results in new state-of-the-art runtimes for (1) by affirmatively answering Question 1, and
the first accelerated solver for a matrix generalization by affirmatively answering Question 2.

1.1 Our results

We begin by stating our new runtime results in this section, deferring a more extended discussion of
how we achieve them via improved analyses of the [Shel7| framework to the following Section 1.2.

Box-simplex games. We give an algorithm for solving (1) improving the runtime of [Shel7| by
a logarithmic factor, by removing the need for high-accuracy inner loop solutions.

Theorem 1. Algorithm 4 deterministically computes an e-approvimate saddle point to (1) in timed

@) (nnz(A) ATyt d logd) .
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We define nnz and ||A |11 in Section 2.1. The most direct comparison to Theorem 1 is the work
[Shel7], which we improve. All other first-order methods for solving (1) we are aware of are slower
than [Shel7] by at least an ~ min(e~!, /n) factor. Higher-order methods for (1) (e.g. interior point
methods) obtain improved dependences on € at the cost of polynomial overhead in the dimension.

As a byproduct of Theorem 1, we improve all the recent applications of (1), including ap-
proximate maximum flow [Shel7|, optimal transport [JST19|, min-mean-cycle |[AP20], and semi-
streaming variants of bipartite matching and transshipment [AJJ*22]. These are summarized in
Section 5. The design of efficient approximate solvers for optimal transport in particular is a prob-
lem which has received a substantial amount of attention from the learning theory community (see
Table 1 and the survey [PC19]). The runtime of Theorem 1 represents a natural conclusion to this
line of work.5 We believe our improvement in Theorem 1 (avoiding a high-accuracy subproblem
solve) takes an important step towards bridging the state-of-the-art in the theory and practice of
optimal transport, a well-motivated undertaking due to its widespread use in applications.

Box-spectraplex games. We initiate the algorithmic study of box-spectraplex games of the form

i Y A Y= (B,Y) + ¢z, 2

xe&?ﬂw?ffxd< P > (B.Y) +ele @
1€[n]

where {A;};c[n], B are d x d symmetric matrices and Y = 0 satisfies Tr(Y) =1 (ie. Y € A of,

Section 2). This problem family is a natural formulation of semidefinite programming (SDP), and

generalizes (1), the special case of (2) where all of the matrices {A;};c(n), B, Y are diagonal.

5This statement assumes direct access to the entries of A. More generally, letting Trmy be the time it takes to
multiply a vector by the argument, we may replace nnz(A) by max(Tmy(A), Tov (A ), Toav (JA]), Toav (JAT])) where |- |
is entrywise, which may be a significant savings when A is implicitly accessible and nonnegative. An e-approximate
saddle point to a minimax problem is a point with duality gap €; see Section 2.

SProgress on the historically simpler problem of (simplex-simplex) matrix games, a relative of (1) where both
players are £; constrained, has stalled since [Nem04] almost 20 years ago, which attains a deterministic runtime of
O(nnz(A) - Llogd - e ') where L is the appropriate Lipschitz constant, analogously to Theorem 1.



Table 1: Runtime complexities of first-order algorithms for optimal transport. Stated for
a d x d cost matrix with unit-bounded costs, additive error tolerance e. Results labeled “sequential”
require a parallel depth which scales polynomially in the problem dimension d.

Method Runtime Comments
[AWR17] O(d*logd - €73)
[DCK18] O(d*logd - ¢?)

[DGK18, LHJ19| O(d*°\/logd - € 1)

[BJKS18, Qua20] O(d?log(d)log(e™!)-e™') sequential, randomized
[LMR19] O(d* et 4d-e?) sequential
[JST19] O(d*log(d)log(e 1) - e 1)

[LHJ22| O(d™?3/logd - e4/?)
Theorem 1 O(d*logd - e™1)

Our main result on solving (2), stated below as Theorem 2, has already found use in [JRT23] to
obtain faster solvers for spectral sparsification and related discrepancy-theoretic primitives, where
existing approximate SDP solvers do not apply. Beyond the fundamental nature of the problem
solved by Theorem 2, we are optimistic that it will find use in other applications of structured SDPs.

To motivate our investigation of (2), we first describe some history of the study of the simpler
problem (1). Many applications captured by (1) are structured settings where optimization is at a
relative scale, i.e. we wish to obtain an (1 + €)-multiplicative approximation to the value of a LP,
OPT := minagz<p c'x. We use bipartite matching as an example: x is a fractional matching and
A is a nonnegative edge-vertex incidence matrix. For LPs with a nonnegative constraint matrix A,
custom positive LP solvers achieve (1 + ¢)-multiplicative approximations at accelerated rates scaling
as O(e™!). This result then implies a O(e~!)-rate algorithm for approximating bipartite matching
and its generalization, optimal transport (where the first such algorithm used positive LP solvers
[BJKS18, Qua20]). However, existing accelerated positive LP solvers [ZO15] are both sequential
and randomized, and whether this is necessary has persisted as a challenging open question.

In several applications with nonnegative constraint matrices [JST19, AP20, AJJ*22], this ob-
stacle was circumvented by recasting the problem as a box-simplex game (1), for which faster,
deterministic, and efficiently-parallelizable solvers exist (see e.g. Section 4.1 of [AJJT22] for the
bipartite matching reduction).” In these cases, careful use of box-simplex game solvers (and binary
searching for the problem scale) match the guarantees of positive LP solvers, with improved par-
allelism or determinism. Notably, simpler primitives such as simplex-simplex game solvers do not
apply in these settings.

The current state-of-affairs in applications of fast SDP solvers is very similar. For various
problems in robust statistics (where the goal is to approximate a covariance matrix or detect a
corruption spectrally) [CDG19, CMY20, JLT20| and numerical linear algebra (where the goal is to
reweight or sparsify a matrix sum) [LS17, CG18, JLM*21], positive SDP solvers have found utility.
However, these uses appear quite brittle: current positive SDP solvers [ZLO16, PTZ16, JLT20| only
handle the special case of packing SDPs (a special class of positive SDP with one-sided constraints),
preventing their application in more challenging settings (including pure covering SDPs).

"Two notable additional problems captured by box-simplex games, maximum flow [Shel7] and transshipment
[AJJ*22], do not have a nonnegative constraint matrix (as flows are signed), so positive LP solvers do not apply.



In an effort to bypass this potential obstacle when relying on positive SDP solvers more broadly,
we therefore develop a nearly-linear time solver for box-spectraplex games in Theorem 2 (we define
Tmv, the time required to perform a matrix-vector product, in Section 2.1).

Theorem 2. There is an algorithm which computes an e-approximate saddle point to (2) in time

L3.5 10g3 (Lg{z{d)
' €35 ’

O | Taw(B) + 3 (Tow(Ad) + Taar (|AG]))
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with probability > 1 =6, for L := || 3 ;cp [Ailllop + [1Bllop- A deterministic variant uses time

Lnd

1€[n]

Theorem 2 follows as a special case of a general result we give as Theorem 3, with more refined
guarantees stated in terms of the cost to perform certain queries of matrix exponentials required by
our algorithm, typical of first-order methods over A%*?. The first runtime in Theorem 2 implements
these queries using randomized sketching tools, and the second uses an exact implementation.

To put Theorem 2 in context, we compare it to existing solvers for simplex-spectraplex games,
a relative of (2) where both players are ¢; constrained. Simplex-spectraplex games are more well-
studied [KV05, WK06, AK07, BBN13, AL17, CDST19], and the state-of-the-art algorithms [BBN13,
AL17, CDST19| query O(L*?e~ %) vector products in {A;};cf, and B. A slight variant of these
algorithms (using a separable regularizer in place of area convex techniques) gives a query complexity
of O(n - L?%¢72) such queries for the more challenging box-spectraplex games (2), which is the
baseline in the literature. In comparison, Theorem 2 requires 6(L3'5e_3'5) products, but assumes
access to {|Aj|}icn). This assumption is not without loss of generality, as [A| can be dense even
when A is sparse, though in important robust statistics or spectral sparsification applications (where
{A.}ic[n are rank-one), it is not restrictive. We believe it is interesting to understand whether access

to {|Ail}icpn) and the O(Le™1) overhead incurred by Theorem 2 (due to the higher ranks in the
randomized sketches we use) can be avoided, and discuss the latter in Section 1.2.

1.2 Owur approach

We begin our overview of our techniques with a short overview of area convexity from the perspective
of both the extragradient method “outer loop” and the alternating minimization “inner loop” used
by the [Shel7] algorithm. We then summarize the new perspectives on both loops developed in this
paper, and describe how these perspectives allow us to obtain our main results, Theorems 1 and 2.

Area convexity. Extragradient methods [Nem04, Nes07| are a powerful general-purpose tool for
solving convex-concave minimax optimization problems with a L-Lipschitz gradient operator g. To
obtain an e-approximate saddle point, extragradient methods take descent-ascent steps regularized
by a function r, which is 1-strongly convex in the same norm g is Lipschitz in; their convergence rates
then scale as LO - e~ !, where © is the additive range of r. For £1-¢1 or f9-¢1 games, regularizers with
© = O(1) exist, and hence the results of [Nem04, Nes07] immediately imply accelerated O(Le™?)
rates for approximating equilibria. For ..-f1 games however, a fundamental difficulty is that under
the strong convexity requirement over X' := [—1,1]", © is necessarily 2(n) [ST18|.



To bypass this issue, Sherman introduced a regularizer capturing the “local geometry” of (1).%

A (slight variant) of the [Shel7| regularizer has the form, for some parameter a > 0,

r(x,y) = <|A\y,m2> + ah(y), where h(y) := Z y; logy; is negative entropy. (3)
jeld]

Here, |A| and 22 are applied entrywise. Sherman shows (3) satisfies a weaker condition known as
area convezity (Definition 3), and modifies standard extragradient methods to converge under this
condition. However, the area convexity definition is fairly unusual from the perspective of standard
analyses, which typically bound regret notions via Bregman divergences in the regularizer used.

Intuitively, (3) obtains a smaller range by placing weights |A|y on the quadratic z2. Moreover,
the reweighted quadratic <|A|y, m2> still has enough strong convexity in multiplicative neighbor-
hoods of a dual variable y for extragradient methods to converge. Sherman’s proof that (3) satisfies
area convexity also implies r is jointly convex for sufficiently large o, which means that by increasing
«, we can ensure V2r is dominated by a multiple of the entropy component V2?h. Sherman used this
Hessian domination condition to efficiently minimize subproblems of the form f,(z) := (v, z) +r(z2),
for z € [-1,1]" x A? required by the outer loop. These subproblems f,, which are non-separable,
do not admit closed form solutions, but [Shel7] showed they are well-conditioned enough (due to
entropy domination) for alternating minimization to converge rapidly.

Improved subproblem solvers. Our first observation is that the Hessian domination condition
used by [Shel7| to ensure rapid convergence of subproblems can be viewed through the lens of
relative smoothness [BBT17, LEN18|, a more standard condition in optimization theory. Simple
facts from convex analysis (Lemma 5) imply that after minimizing over the box, the induced function
fo (y) := minge_1 1jn fo(,y) is relatively smooth in h. By tuning « in (3), we can further ensure f
is relatively strongly convex in h, and use methods for relatively well-conditioned optimization from
[LFN18| off-the-shelf to minimize f, (and hence also f,). We give a self-contained presentation of
this strategy in Appendix A, yielding a simplified solver for the subproblems in [Shel7].

While this is a seemingly a small difference in proof strategy, the convergence analysis in [Shel7|
strongly used that V?2f, = V?r is multiplicatively stable in small neighborhoods of a dual variable
y. Our new subproblem solvers, which are based on relative smoothness, avoid this requirement
and hence apply to the setting of Theorem 2, where matrix variables on A%? do not satisfy the
required multiplicative stability. Specifically, exp(log’ Y + G) for operator-norm bounded G is not
necessarily multiplicatively well-approximated by Y, which is required by a natural generalization
of the [Shel7| subproblem analysis (the corresponding statement for vectors is true). On the other
hand, our relative smoothness analysis avoids the need for dual variable local stability altogether.

Improved extragradient analyses. Our next observation is that Sherman’s area convexity
condition (Definition 3) actually implies a natural Bregman divergence domination condition (8),
which is closely related to more standard analyses of extragradient methods. We discuss this
relationship in more detail in Appendix B, where we unify [Shel7| with [Nem04, Nes07, CST21]| and
propose a weaker condition than used in either existing analysis which suffices for convergence.
The simple realization that area convexity implies a bound based on Bregman divergences,
which to our knowledge is novel, allows us to reinterpret the [Shel7]| outer loop to tolerate larger
amounts of inexactness in the solutions for the subproblems min_¢|_1 1jn fu(z) defined earlier, where

8Sherman actually studied a more general problem setting than (1), where the simplex is replaced by an ¢;-
constrained product set. For most applications of area convexity, it suffices to use simplex dual variables, and we use
a different, simpler regularizer introduced by a follow-up work specifically for box-simplex games [JST19].



inexactness is measured in Bregman divergence. We show that by combining a tolerant variant of
the [Shel7| outer loop with our relative smoothness analysis, a constant number of alternating steps
solves subproblems in f, to sufficient accuracy. More specifically, we maintain an auxiliary sequence
of dual variables to warm-start our subproblems (see 3 in Definition 5), and show that a telescoping
entropy divergence bound on this auxiliary sequence pays for the inexactness of subproblem solves.
Combining these pieces yields our faster box-simplex game solver, Theorem 1. Interestingly, its
proof builds upon our insights regarding area convexity in both Appendices A and B.

Spectrahedral generalizations. To generalize these methods to solve box-spectraplex games, we
introduce a natural matrix variant of the regularizer (3) in (7). Proving it satisfies area convexity
(or even joint convexity) introduces new challenges, as the corresponding proofs for (3) exploit
coordinatewise-decomposability [Shel7, JST19|, whereas matrix regularizers induce incompatible
eigenspaces. We use tools from representation theory to avoid this issue and prove convexity of (7).

Finally, a major computational obstacle in minimax problems over Y := A%< ig that the
standard regularizer over this set, von Neumann entropy H(Y) := (Y,logY), induces iterates as
matrix exponentials; explicitly computing even a single iterate typically takes superlinear time. In
the simpler setting of simplex-spectraplex games, these computations can be implicitly performed
using polynomial approximations to the exponential and randomized sketches [AK07]|. The tolerance
required by analogous computations in the box-spectraplex setting is more fine-grained, especially
when computing the best responses argming,c_y jj» fu(z,Y) required by our subproblem solvers,
which can be quite unstable. By carefully using multiplicative-additive approximations to the
matrix exponential (Definition 6), we show how to efficiently implement all the operations needed
using Johnson-Lindenstrauss sketches of rank O(L?¢2). An interesting open problem suggested
by our work is whether our methods tolerate lower-rank sketches of rank O(Le~!), which would
improve Theorem 2 by this factor. These lower-rank sketches suffice for simplex-spectraplex games
[BBN13|, though we suspect corresponding analyses for box-spectraplex games will also need to use
more fine-grained notions of error tolerance, which we defer to future work.

1.3 Related work

The family of box-simplex games (1) is captured by linear programming [LS15], where state-of-the-
art solvers [CLS21, vdBLL*21] run in time O((n+d)“) or O(nd+min(n,d)?®), where w ~ 2.37 is the
current matrix multiplication constant [AW21, DWZ22|. These LP solvers run in superlinear time,
and practical implementations do not currently exist; on the other hand, the convergence rates
depend polylogarithmically on the accuracy parameter Le~!. The state-of-the-art approximate
solver for (1) (with runtime depending linearly on the input size nnz(A) and polynomially on Le!)
is the accelerated algorithm of [Shel7|, which is improved by our Theorem 1 by a logarithmic factor.
Finally, we mention [BSW19| as another recent work which relies on area convexity techniques to
design an algorithm in a different problem setting; their inner loop also requires high-precision solves
(as in [Shel7]), and this similarly results in a logarithmic overhead in the runtime.

For the specific application of optimal transport, an optimization problem captured by (1) receiv-
ing significant recent attention from the learning theory community, several alternative specialized
solvers have been developed beyond those in Table 1. By exploiting relationships between Sinkhorn
regularization and faster solvers for matrix scaling [CMTV17, ALAOW17], [BJKS18| gave an alter-
native solver obtaining a O(n? - €~ !) rate. These matrix scaling algorithms call specialized graph
Laplacian system solvers as a subroutine, which are currently less practical than our methods based
on matrix-vector queries. Finally, the recent breakthrough maximum flow algorithm of |[CKL 22|



also extends to solve optimal transport in O(n2+0(1)) time (though its practicality at this point
remains unclear). For moderate € > n_o(l), this is slower than Theorem 1.

To our knowledge, there have been no solvers developed in the literature which tailor specifi-
cally to the family of box-spectraplex games (2). These problems are solved by general-purpose
SDP solvers, where the state-of-the-art runtimes of O(n“vd 4+ nd?3) or O(n® + d*5 + n2v/d)
[JKL*20, HJS*22] are highly superlinear (though again, they depend polylogarithmically on the
inverse accuracy). We believe our techniques in Section 4 extend straightforwardly to show that a
variant of gradient descent in the £o, geometry [KLOS14| solves (2) in an unaccelerated O(L2e2) it-
erations, with the same per-iteration complexity as Theorem 2. As discussed in Section 1.2, an inter-
esting open direction is to improve the per-iteration complexity of Theorem 2 using sketches of lower
rank 5(L6’1), paralleling developments for simplex-spectraplex games [BBN13, AL17, CDST19].

2 Preliminaries

2.1 Notation

General notation. We use O to suppress polylogarithmic factors in problem parameters for
brevity. Throughout [n] := {i € N |1 <7 < n}. When applied to a vector ||-|, is the £, norm. We
refer to the dual space (bounded linear operators) of a set X by X*. The all-zeroes and all-ones
vectors in dimension d are denoted Oy and 14, When u, v are vectors of equal dimension, we let uowv
denote their coordinatewise multiplication. Matrices are denoted in boldface. The symmetric d x d
matrices are S?, equipped with the Loewner partial ordering < and (A, B) = Tr(AB). The d x d
positive semidefinite cone is Sﬁo, and the set of d x d positive definite matrices is Sio. For Y € S¢
with eigendecomposition Y = UTAU for A = diag (\) we define exp(Y) := U'diag (exp(\)) U
(where exp()\) is entrywise) and similarly define |[Y| and log’Y (when Y > 0). The operator
norm of Y € S? is denoted |Y|| op and is the largest eigenvalue of |Y[; the trace norm |Y[|;, is
Tr|Y|. The all-zeroes and identity matrices of dimension d are 04 and I;. For A € R™*? we
denote its i*" row (for i € [n]) by A;. and j* column (for j € [d]) by A.;. For p,q > 1 we define
|A[l,—, == supjy =1 [[Av],. The number of nonzero entries in A is denoted nnz(A), and Try(A) is
p
the time it takes to multiply a vector by A. We use med(z, —1,1) to mean the projection of x onto
[—1, 1], where med means median. We define the d-dimensional simplex and the d x d spectraplex

AT:={y €RLy | [lylly =1} and AT = {Y € SIH! [ TrY =1},

Throughout we reserve the function names h(y) := > ;ciq yslogy; (for y € A% and H(Y) :=
(Y,logY) (for Y € A%9) for negated (vector) entropy and (matrix) von Neumann entropy.

Optimization. For convex function f, df(z) refers to the subgradient set at x; we sometimes use
Of to denote any (consistently chosen) member of the subgradient set. Following [LFN18|, we say
f is L-relatively smooth with respect to convex function r if Lr — f is convex, and we say f is m-
strongly convex with respect to r if f —mr is convex. For a differentiable convex function f we define
the associated (nonnegative, convex) Bregman divergence Vi (/) := f(2') — f(z) — (Vf(z), 2 — z).
The Bregman divergence satisfies the well-known identity

(VV(a'),u—a") = (Vf(a') = V(@),u—2a') = V(u) - V() - V(). (4)

For convex function f on two variables (x,y), we use dyf(z,y) to denote the subgradient set at
y of the restricted function f(x,-). We call a function f of two variables (z,y) € X x Y convex-
concave if its restrictions to the first and second block are respectively convex and concave. We call



(x,y) € X xY an e-approximate saddle point if its duality gap, max,cy f(z,y") —mingcx f(2',y), is
at most €. For differentiable convex-concave function f clear from context, its subgradient operator
is g(x,y) := (Onf(z,y), =0y f(z,y)); when f is differentiable, we will call this a gradient operator.
We say operator g is monotone if for all w, z in its domain, (g(w) — g(z),w — z) > 0: examples are
the subgradient of a convex function or subgradient operator of a convex-concave function.

2.2 Box-simplex games

In Section 3, we develop a solver for boz-simplex games of the form

min maxz Ay —b'y+c'z,
z€[-1L,1]" yeAd
for some A € R™% b € R% and ¢ € R”. We will design methods computing approximate saddle

points to (1) which leverage the following family of regularizers (recalling the definition of A from
Section 2.1):

i (x,y) = (|Aly.2?) + ah(y), (5)

where the absolute value is applied to A entrywise, and squaring is applied to z entrywise. In the
context of Section 3 only, |A| will be applied entrywise (rather than to the spectrum). This family
of regularizers was introduced by [JST19], a minor modification to a similar family given by [Shel7],
and has multiple favorable properties for the geometry present in the problem (1). In this context,
we will use X := [—1,1]", and for any v € R™ we let ITy(v) := med(v, —1, 1) be truncation applied

entrywise. We also use ) := A% and for any v € R‘éo we let ITy(v) := ”;’” normalize onto ).

1

2.3 Box-spectraplex games

In Section 4, we develop a solver for boz-spectrapler games, which are bilinear minimax problems
defined with respect to a set of matrices A := {A;}icf) C S?. We define |A| := {IA;[}igpn) where
the absolute value is applied spectrally. We also denote for z € R” and Y € R#¥*9,

A(zx) = Z Ay, AY(Y) = {<Ai7Y>}ie[n} .
i€[n]

The box-spectraplex games we study are of the form

min ~ max (Y, A(z)) — (B,Y) +¢c'z,
:EE[—LI]" Y cAdxd

for some A C S¢, B € S¢, and ¢ € R". The Lipschitz constant of problem (2) is denoted

La:=|>_lAilll - (6)
1€[n] op

Analogously to the box-simplex setting, we use the following two-parameter family of regularizers
(recalling the definition of H from Section 2.1):

et (@, Y) = (JAF(Y),22) + aH(Y) + % Il v

When p = 0, we denote (7) by rff). We define X and Ily similarly to Section 2.2 in the context of
Section 4, where we also overload ) := A?*? and for any V € Sgo we let IIy (V) = %

9



2.4 Extragradient methods

In Appendix B, we analyze extragradient algorithms for approximately solving variational inequal-
ities in an operator g, i.e. which find z with small (g(z), z — u) for all u in the domain. We analyze
convergence under the following condition, which is weaker than previous notions in [Shel7, CST21].

Definition 1 (Relaxed relative Lipschitzness). We say an operator g : Z2 — 2Z* is %—relaxed
relatively Lipschitz with respect to r: Z — R if for all (z,2',27) € Zx Z x Z,

1{9(z") —g(2), 2" —27) SVI() + V(=) + VI (7).

This notion is related to and subsumes the notions of relative Lipschitzness [CST21] and area
convexity [Shel7| which have recently been proposed to analyze extragradient methods, which we
define below. In particular, Definitions 2 and 3 were motivated by designing solvers for (1).

Definition 2 (Relative Lipschitzness [CST21]). We say an operator g : Z — Z* is %-relatively
Lipschitz with respect to r: Z — R if for all (2,2/,27) € Z x Z x Z,

n{9(z") —g(2), 2 = 27) < VI() + Vi(=").

Definition 3 (Area convexity [Shel7]). We say convex r : Z — R is n-area convex with respect to
an operator g : Z — Z* if for all (z,2',27) € Z x Z x Z, defining ¢ := %(z + 2+ 21,

n <g(z’) —g(2),2 — z+> <r(2) +r(Z)+r(zT) - 3r(c).

Area convezity is monotone in 1 as the right-hand side is nonnegative for any z,2', 27 .

As shown in Appendix B, relaxed relative Lipschitzness simultaneously generalizes relative Lip-
schitzness and area convexity. The relationship is obvious for Definition 2, but the generalization of
Definition 3 relies on the following simple observation, which has not previously appeared explicitly:

r(2) + () + (") = 3r(c) = VI (z") + VI(Z) = 3VI(c) S VI (=) + VI (&) (8)

In Appendix B we give an analysis framework unifying previous analyses of [Nem04, Nes07,

Shel7, CST21|, possibly of further utility. Our algorithms for box-simplex and box-spectrahedra

games employ variants of our relaxed relative Lipschitzness solver in Appendix B, extending it to

robustly handle inexactness from subproblem solves (and other approximate computations involving
matrices). Finally, we will use the following fact from prior work.

Fact 1 (Lemma 2, [CST21|). For convex functions f,r, if f is L-relatively smooth with respect to
r, then Of is L-relatively Lipschitz with respect to r.

3 Box-simplex games without alternating minimization

In this section, we develop algorithms for computing approximate saddle points to (1). We will follow
notation of Section 2.2, and in the context of this section only we let X := [~1,1]", ¥ := A%, and
Z := X x ). To minimize notational clutter, we assume throughout the section that ||Al[,_; <1,
lifting this assumption in the proof of Theorem 1 only.? We also define the gradient operator of (1):

g(x,y) = (Ay +c,b— AT$> . 9)

9As we demonstrate in the proof of Theorem 1, this is without loss of generality via rescaling.
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We refer to the 2 and y components of g(z,y) by ¢*(z,y) := Ay + c and ¢¥(z,y) := b — ATz

Finally, for notational convenience, we define the Bregman divergence associated with rf) as

Vi .= V’”i‘\l).

3.1 Approximation-tolerant extragradient method

We begin by stating two oracles whose guarantees, when combined with Definition 3, give our con-
ceptual algorithm for (1). These oracles can be viewed as approximately implementing steps of the
extragradient method in Appendix B (which assumes exact proximal oracle steps, see Definition 11).
We refer the reader to Section 3 and Appendix D.2 of [CST21] for a recent tutorial. We develop
subroutines which satisfy these relaxed definitions in the following Section 3.2.

Definition 4 (Gradient step oracle). For a problem (1), we say Ograq : Z X Z2* — Z is an («, B)-
gradient step oracle if on input (z,v), it returns 2’ such that for all u € Z,

(0,2 = u) < VD (w) = VI (w) = VIO ().

Definition 5 (Extragradient step oracle). For a problem (1), we say Oxgrad : £ X Z* x Y — Z is
an («a, B)-extragradient step oracle if on input (z,v,7), it returns (2,y") such that
(v,2% —u) VI () = VP () - VIO ()

+ V(W) = V(W) for allu = (v, ) € 2.

When g = 0, Definitions 4 and 5 reduce to the conventional proximal oracle steps used by the
extragradient method of [Nem0O4]. In our solver for (1), we use 5 > 0 to compensate for our inexact
subproblem solves. The asymmetry in Definitions 4 and 5 reflect an asymmetry in the analyses of
extragradient methods. In typical analyses, the regret is bounded for the “gradient oracle” points,
but the regret upper bound is stated in terms of the divergences of the “extragradient oracle” points
(which our inexact oracles need to compensate for).

We now state some useful properties of rff) adapted from [JST19].
Lemma 1. The following properties of r‘(f) hold.
1. For a > %, rff) 18 jointly convexr over Z.

2. Fora > 2, T‘ES) 18 %-area convex with respect to g defined in (9).

Proof. We prove generalizations of these statements in Section 4, but briefly comment on both parts.
The first is a tightening of Lemma 6 in [JST19|, and follows immediately from the specialization of
Proposition 1 to the case of diagonal {A;};c[,)- The second is a tightening of Lemma 4 in [JST19],
and follows immediately from the same diagonal matrix specialization of Corollary 2. O

The utility of our Definitions 3, 4, and 5 reveals itself through the following lemma.

Lemma 2. Let z € Z, g€ Y, a>2, 8,y >0and 0 < n < % Let 2/ < Ograd(z,n9(2))

and (27, 5") < Oxgrad(2, 29(2'),9), where Ograq is an (a, B)-gradient step oracle and Oxgraq s an

(a + B,7)-extragradient step oracle. Then for all u € Z,
(ng(z'). 2" = u) < 2V1 D () — 2V (w) + 207" () — 20 ().

11



Proof. By definition of Ogyaq (With u < 21) and Oxgraq, we have

(ng(2),2' — 27 < VD () — VIV (H) - v,

(ng(z'), 2" = u) < 2V () — 2V () — 2V 0P () (10)
+2V7h(uy

ut
)= 200 (),
Combining yields

(ng(z), 2 —u) <2V, W)( ) 2V L) () 4 2V () — 2V ()

+ (g Y = V() = Vet () — v (o)

2 — 2z )(
< 2v<a+ﬁ>< > VI () + 2V () — 200 ()
+n(g(¢) — 2 = V() = VI (),

z
where in the second inequality we used that V(*t#) dominates V() and VZ(,a) (27) > 0 by Lemma 1.
The conclusion follows by applying Definition 3 (see (8)) and the second fact in Lemma 1. O

It is straightforward to check that when § = v = 0, the proof of Lemma 2 is exactly the same
as the analysis in Appendix B, and hence it yields similar implications as standard extragradient
methods. In particular, a scaling of the left-hand side upper bounds duality gap of the point 2/,
and the right-hand side telescopes (and may be bounded using the following fact).

Lemma 3. Let o,y > 0, and let zo = (xo,yo) where z9 = 0, and yo = éﬂd. Then zy is the

minimizer of rff) over Z, and Vz(oa) (u) <1+ «alogd, Vy%h(uy) < ~logd for all u = (v, ) € Z.
Proof. We can verify that zp minimizes TEA) by computing Vr( )(zo) and checking that it is orthog-
onal to z — zg for all z € Z. Moreover by first-order optlmahty of zp, we have the first conclusion:

Vz(oa)( ) = rff) (u) — rff)(zo) — <Vr‘(§)(zo),u — zo> = rg)(u) — rf)(zo) <1+ alogd,

where we used that over Z, the range of h is bounded by logd, and the range of the quadratic
()

portion of " is bounded by 1 by using [|2?|| < 1 and ||y||; = 1. The second conclusion is similar,
where we again use the range of h and that yy minimizes it. O

Finally, for convenience to the reader, we put together Lemma 2 and 3 to obtain an analysis
of the following conceptual “outer loop” extragradient algorithm (subject to the implementation of
gradient and extragradient step oracles), Algorithm 1. Our end-to-end algorithm in Section 3.3,
Algorithm 4, will be an explicit implementation of the framework in Algorithm 1; we provide a
runtime analysis and error guarantee for Algorithm 4 in Theorem 1.

12



Algorithm 1: ConceptualBoxSimplex(A, b, ¢, Ograd, Oxgrad)

1 Input: A € R"4 with L := ||A||,_,,, desired accuracy € € (0, L), Ogaq a (2, 2)-gradient
step oracle, Oxgrad @ (4, 4)-extragradient step oracle

[6(8 log d+1)L—|

Initialize 2o < Oy, Yo ¢ 214, Jo <+ 414, & = Op, § < 0g, T -

2 RS
3 Rescale A %A, b+ %b, c %c

4 fort=0toT —1do

5 gi — (Ays +¢c,b— ATxy)

6 | zi:=(x},Y;) < Ograd(2t,n9¢)

7 g, — (Ay, +¢c,b— ATz})

8 (Ze415 e41) = (g1, Y1, Yeg1) < Oxgrad(2t, 594, Ut)

9 end

10 Return: (Z,7) « % Z:Ol(a;g,yé)

Corollary 1. Algorithm 1 deterministically computes an e-approzimate saddle point to (1).

Proof. First, clearly the rescaling in Line 3 multiplies the entire problem (1) by %, so an -
approximate saddle point to the new problem becomes an e-approximate saddle point for the origi-
nal. Throughout the rest of the proof it suffices to treat L = 1. Next, by telescoping and averaging
Lemma 2 with a =3 =2,v=4, and n = %, we have for zg = (z9, yo) and any u = (v*,w¥) € Z

~
L

6 (V) () + Viikh(u))
T

(9(z), 2 —u) < <e

Nl =

t

I
=)

The last inequality used the bounds in Lemma 3 and the definition of 7. Moreover since g is bilinear,
and 2 := (&,7) is the average of the z; iterates, we have (g(2),2 — u) < e. Taking the supremum
over u € Z bounds the duality gap of 2 and gives the conclusion. O

3.2 Implementing oracles

In this section, we give generic constructions of gradient and extragradient step oracles. We will
rely on the following claims on optimizing jointly convex functions of two variables.

Lemma 4. Let X C R™ and Y C R" be convexr compact subsets. Suppose F : X x Y — R is
jointly convex over its argument (z,y) € X x Y. Fory € Y, define xv,(y) := argmin, y F'(x,y) and
f(y) == F(zue(y),y). Then for ally € Y, OyF (zne(y),y) C Of (y).

Proof. Let x := x1,,(y), z € Y, and w := zp,(z). We first claim that 0 € 9, F (z,y). To see this, the
definition of the subgradient set implies that it suffices to show for all 2’ € X, F(z,y) < F(2',y),
which is true by definition. Hence by convexity of F' from (z,y) to (w, z), we have the desired

f(Z) :F(w,z) > F(m,y)+<8yF(x,y),z—y) :f(y)+<8yF(x,y),z—y>

O

Lemma 5. In the setting of Lemma 4, suppose for any x € X, F(x,-) (as a function over ) ) always
istT )Y — R plus a linear function (where the linear function may depend on x). Then r — f is
convex, and f — q is convex for any q: Y — R such that F' — q : X x Y — R is jointly conver.
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Proof. For the first claim, for any y, z € ), letting x := zp,(y), we have

(r(z) = r(y) —Or(y),z —y) — (f(2) = fly) = (Of(y),z — )
= (F(z,2) = F(z,y) = (0yF(z,y), 2 —y)) — (f(2) = f(y) = (O0f (y), 2 —y)) = F(z,2) — f(2) 2 0.

The first equality used that the first-order expansion of F'(x,-) agrees with the first-order expansion
of r (as they only differ by a linear term), and the second equality used F'(z,y) = f(y) and Lemma 4.
The only inequality used the definition of f. For the second claim, note that zp,(y) also minimizes
F — q over X for any fixed y, as ¢(y) is a constant in this objective. Since F — ¢ is convex and
partial minimization of a convex function preserves convexity, we have the conclusion. O

The first part of Lemma 5 implies a relative smoothness statement, i.e. if jointly convex F
equals r up to a linear term, then minimizing F' over X yields a function which is relatively smooth
with respect to r. The second part implies an analogous relative strong convexity statement. In
Appendix A, we show these implications yield a linearly-convergent method for the subproblems in
algorithms for (1) using Tff), via off-the-shelf tools from [LEN18]. This observation already matches
the subproblem solver in [Shel7] without relying on multiplicative stability properties.

Algorithm 2: GradStepOracle(z, v, «, 5)
1 Input: z = (z,y) € Z,v=(v,vY) € 2", a, 3 >0
2y« argmingey <vy + Vyrff) (zpe(y), ) — Vyrga)(z), 3)> + Vyﬁh(g)), where for all §j € Y,°

Tpe(Y) 1= argmingc y <vx — erxl) (z),£> + rf) (2) where 2 := (z,79) (11)

3 o'+ xp(y)

4 Return: (2’

)

“We slightly abuse notation and use zp, in (11) in a consistent way with how it is used in Lemma 4, where F' in
Lemma 4 is taken to be the jointly convex function of (z,y) in (11) before minimizing over X.

Lemma 6. For > a > %, Algorithm 2 is an (o, B)-gradient step oracle.

Proof. By (4) and the first-order optimality condition for ¢, we have for any u = (u*,wY) € Z,
(0 + VD @) y) = V) (2), ' =) S V@) = V@) - V). (12)
Further, define for any ¢ € ),
f(§) = (v,2) + VI?(2) where £ = (bx(§), §)- (13)

Note that f is a partial minimization of a function on two variables which is a linear term plus

rff) , which is convex by Lemma 1. For any fixed z, 7’53) (x,y) is itself ah(y) plus a linear function.

Lemma 5 then shows f is a-relatively smooth with respect to h. We then have for all §,u¥ € Y,

(V) @ne(@). 5) = Vyr'y) (woe(y),9), 5 — @) = (0F(5) = 9 (y), 5 — )

(14)
<V 9) + Veth(u).
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()

Here the equality used Lemma 4 where the linear shift between r, ’ and the minimization problem
inducing f cancels in the expression 0f(9) — 0 f(y), and the inequality used Fact 1. Combining (12)
and (14) (with § < 3) and using VA" dominates V" yields

(o + V() = V) (), = ) < VW), (15)

Finally, first-order optimality of ' with respect to the objective induced by v’ implies for all u* € X,

<v + Vzrff)( ") — erf)(z),x' — ux> <0, (16)
so combining with (15) we have for u = (u*,uY), (v + Vrf)(z’) ( ), 2" —u) < V’Bh(uy) The

conclusion follows by using the identity (4) to rewrite <Vrl(f)(z ) — (z), u—2z'). O

Algorithm 3: XGradStepOracle(z, v, 7, «, 3)
1 Input: z=(z,y) € Z,v= ()€ Z* g€V, a,0>0
2 Yy < argmingy <vy + Vyrx)‘) (xbe(9),9) — Vyrff)(z) > + Vﬁh( ) (following notation (11))

3 7 « zp(y™)
4y argmingcy <vy + Vyrx)‘) (xt,yt) — Vyrxl) (2), Q> + Vgﬁh(gj)

5 Return: (z7,y",79")

Lemma 7. For > a > %, Algorithm 3 is an («, B)-extragradient step oracle.

Proof. The optimality conditions for y* (with respect to y+) and g+ (with respect to v’ € )) yield:
(v + V@ @) ) = Vor @)y =5 ) < VG = VI - v W),
(v + Vi (1) = Vyr (), 5 = w) < VW) = VIR W) = V),
Combining the above gives
(v 4 V) = VGt - ) < V@) = V) - VIR - vt
(o) (o) (17)
+ (T = Vo wn@),9), 5" - 7).

where we observe that
(v + V) = O @)y = w) = (V0 ) = Vo @), 9), 0 - 57)
= <vy + Vyrgf)(z"') - Vyrf)(z), gt — uy> + <vy + Vyrff) (xoe(9),Y) — Vyrf:{)(z), yt — gj+> .
Next, we claim that (following the notation (13)), analogously to (15),
(Vyr ) = O @nl@), 5) 5" - 77) = (07 () — 0F @),y — )
<V + V).
Plugging (18) into (17) gives

(0 + V) = O @)y — ) < VW) - VIR ),
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and combined with first-order optimality of z with respect to u* € X again gives for u = (u*,uY),
<v + Vr(a)( - Vrff)(z), 2t — u> < Vgﬁh(uy) — V;ih(uy).
The conclusion again follows by using the identity (4). O

3.3 Algorithm

Finally, we put the pieces of this section together to prove a convergence rate on Algorithm 4.
Algorithm 4: BoxSimplex(A, b, c, €)
Input: A € R™? with L := ||A||,_,,, desired accuracy € € (0, L)

2 Initialize xg < 0,, yo + é]ld, Yo é]ld, T+ 0,, 9+ 04 T+ [
3 Rescale A «+ %A, b+ %b, c %c

4 fort=0toT —1do
5
6

[uny

6(8 log d+1)L~|

€

(g%, 9]) « %(Ayt +c,b— ATact) // Gradient oracle start.
gr—2diag(z+)|Aly:
7 x? — H;\g (——t 2TA|vc )

s | v T (yt oexp (~3(g) + AT (@)~ |AITa3)) )
g7 —2diag( zt \A|yz>

/
10 | (2,9) « (2,9) + (=}, y1) // Running average maintenance.
11
12 (95.97) « %(Ay,/g +c,b—ATa) // Extragradient oracle start.
13

— gi—2diag(x¢)|Aly:
14 7+ Iy ( 2t = L —aAm )

15 |y Ty (Goexp (—3(o) + AT (#)* + alog g — |A]TaF — alogy,) ) )

g7 —2diag(xe)|Alys
© 2[Afyey1

17| e Ty (o exp (3o} + AIT (001) + alogyess — [A[ o} — alogy)) )
18 end
19 Return: (Z,7)

16 Tyl < IIy (

Theorem 1. Algorithm 4 deterministically computes an e-approvimate saddle point to (1) in time'®

@) <nnZ(A) Al logd logd> .
€

Proof. By observation, Lines 5 to 9 implement Algorithm 2 (used in Lemma 6), with the parameters
required by Lemma 2. Similarly, Lines 12 to 17 implement Algorithm 3 (used in Lemma 7), with
the parameters required by Lemma 2. Correctness thus follows from Corollary 1. For the runtime,
without loss of generality nnz(A) > max(n,d) (else we may drop columns or rows appropriately),
and each of T iterations is dominated by a constant number of matrix-vector multiplications. [

10This statement assumes direct access to the entries of A. More generally, letting Try be the time it takes to
multiply a vector by the argument, we may replace nnz(A) by max(Tmy(A), Tov (A7), Tow (JA]), Trav (JAT])) where |- |
is entrywise, which may be a significant savings when A is implicitly accessible and nonnegative. An e-approximate
saddle point to a minimax problem is a point with duality gap €; see Section 2.

16



4 Box-spectraplex games

In this section, we develop algorithms for computing approximate saddle points to (2). We will
follow the notation of Section 2.3, and in the context of this section only we let X := [—1,1]",
Y= A4 and Z := X x ). As in Section 3, we assume throughout the section that (following
(6)) L4 <1, except when proving Theorem 3. We also define the gradient operator of (2):

9(z,Y) = (A*(Y) +¢,B - A(z)) . (19)

We refer to the 2 and Y components of g(x,Y) by ¢*(z,Y) := A*(Y)+cand ¢'(z,Y) := B— A(x).
)

Finally, for notational convenience, we define the Bregman divergence associated with rff’“ as

(a,p)
TAH.

view .=y

When p = 0, we will simply denote the divergence as V().

4.1 Regularizer properties

In this section, we state properties about our regularizer rff’” ), used to prove the following.

Proposition 1. Let A := {A;};e,) C S LetJ € R (n+d%) pe g associated (skew-symmetric)
linear operator mapping R™ x S¢ — R™ x S, such that for all v € R® and M € S¢,
3(0, M) = (A"(M), —A@)).

rff’“) satisfies the following properties:

e For any a > %, >0, rff’“) is jointly conver over [—1,1]" x A%xd,

e Fora>2,u>0andany (x,Y) € [~1,1] x A the following matriz is positive semidefinite:

VQTEf’“) (x,Y) —J
JT VQTf’“)(:U,Y) '

This proposition generalizes Lemma 1, which was proven (up to constant factors) in [JST19].
However, unlike the vector-vector setting, the Hessian of matrix entropy is significantly less well-
behaved due to monotonicity bounds which do not apply to exp, a function which is not operator
monotone. Our proofs make use of the following nontrivial lower bound on the Hessian of H(Y) in
Appendix C, where we recall from Section 2 that H is the negated von Neumann entropy function.

Lemma 8. Let A := {A;}ic[y C Scéo satisfy 3 e Ai = Lg. For any M € S? and Y € S we
have V2H (Y)[M, M] > V2h(y)[m,m] for y := A*(Y), m := A*(M).

Lemma 9. Let A := {A}icp C S* satisfy (6). For Y € A™4 1 > 0, vectors v € R" and
x € [~1,1]", and matriz M € S?, defining v o x to be the entrywise product of vectors,

2 (vox, A*(M)) < rdiag (JA[*(Y)) [v,v] + %V2H(Y) (M, M].
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Proof. By the assumption that L4 <1, 3 ;1 [Ali = 1. For all ¢ € [n] define Al AT € S‘éo such
that |[A| = A +A;, where A;" keeps the positive eigenvalues of A (with the same eigenspaces), and
A negates the negative eigenvalues; note also that A; = A —A;". Finally let Ag = I— Dicn) 1Al
(which is positive semidefinite since L4 < 1) and let A" = {Ao} U{AS, A7 }icfy. By Lemma 8
applied to the set of matrices A" we conclude

i€[n] <Al—'i_’ Y> <Ai 7Y>

where we drop the (nonnegative) term in Lemma 8 corresponding to the diagonal element (A, Y).
The conclusion follows by plugging in the above inequality, yielding

rdiag (JA*(Y)) [v,v] + = Z ( A+ Y>> <<12__7’1\$>>2>

1€n]
- L((Aaf M)’ (A M)’

—ZHT’U (A, Y) + <Ai,Y>)+T<<Aj’Y> + <A;’Y>>

22 v ((AF M) — (A7 M) =2(vor, A"(M)).

i€[n]

The last line above used Young’s inequality which shows for all ¢ € [n] (recalling |z;] < 1)

1 (A, M)

o (AT 2(AF B )
2v;; (AT, M) < 707 (AT, Y) + F ALY
— 2
—2v;x; <Az_7 M> < ’7"UZ~2 <AZ_,Y> + - <&_, 1\$>> .

With this bound, we prove Proposition 1.

Proof of Proposition 1. For both claims, it suffices to show the case u = 0, as the sum of convex
functions is convex and the sum of positive semidefinite matrices is positive semidefinite. We begin

with the first claim. Joint convexity of rff) is equivalent to showing that the quadratic form of
VZTEE) (viewed as a (n + d?) x (n + d?) matrix) with respect to (v, M) is nonnegative for any
v € R*,M € S% in other words

aVZH(Y)[M, M] + 2 (v o z, | A]*(M)) + 2diag (|A|*(Y)) [v,v] > 0.

This follows from Lemma 9 with 7 = 2, where we replace x < —z and use a > % For the second
claim, let v,u € R and M, N € S¢. Consider the quadratic form of

V%Efé) (z,Y) -J
J7 V2 (a) (1.’ Y) ’
with (v, M, u,N). We obtain

a (V2H(Y)M,M] + V?H(Y)[N,N]) + 2diag (JA|*(Y)) [v, v] + 2diag (]A]*(Y)) [u, u]

2 (v o, |AI (M) + 2 (w0 a, A (N)) + 2 (0, A*(N)) — 2 (u, A" (M) &)
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By applying Lemma 9 with 7 = 1, we have

[v, 0] + V2H(Y)[M, M],
[u, u] + V2H(Y)[ NJ,
[v,v] + V2H(Y)[N, N],
[u,u] + VZH(Y)[M, M].

Combining these four equations shows that the quantity in (21) is nonnegative as desired. O]

As a corollary of known tools [Shel7]|, this implies that rff’“ ) is an area convex regularizer.
Corollary 2. Let g(x,Y) be the gradient operator of (2). Then for o> 2, u >0, Tff’“) is %-area
converx with respect to g (Definition 3).

Proof. Tt suffices to check for ;= 0 as increasing p only makes the right-hand side larger. This case
follows from the second conclusion of Proposition 1 and Theorem 1.6 of [Shel7|, a generic way of
proving area convexity via checking a second-order positive semidefiniteness condition. O

We collect a few additional tools which we use in harnessing (7) for our algorithms later in this

(a

section. We first state a bound on the divergence of r; ") from its minimizer.

Lemma 10. Let o, pn > 0, and let zg = (20, Yo) where zg = 0,, and Yo = 115 Then zy is the

d
minimizer of rff’“) over Z, and

VA W) < 1+ alogd + 5 for allu = (v, ) € 2.

Proof. The proof is almost identical to Lemma 3 so we only discuss differences. First, the additive
range of the squared regularizer on X' from g is bounded by 4. Also, the additive range of von
Neumann entropy is logd (similarly to vector entropy), and it 1s minimized by Y. O

The gradient of our regularizer 7"54 ) g difficult to evaluate exactly due to the presence of

matrix exponentials arising from recursive descent steps. We formalize the approximate gradient
access required by our algorithms in the following definition.

Definition 6 (MEQ oracle). Let €,6,7 € (0,1). We say Omeq is an (€,0,7)-matric exponential
query (MEQ) oracle for {Ai}icpn C S* and M € S%, if it returns {V;}ie[) such that with probability
>1-0,|Vi— (A, Y)| <e(|Ai],Y) +~Tr(JA;|) for all i € [n], where Y := Ily(exp M).

Definition 6 returns approximations of all (A;,Y) up to e-multiplicative error (in Y’s prod-
uct through |A;|, instead of A;), and an additive yTr(|A;|) error. In Appendix D, we give an
implementation of Opeq Whose runtime depends polynomially on € and polylogarithmically on v.!*
Proposition 2. Let |[M|[,, < R. We can implement an (e, d,7)-MEQ oracle for {A;}icn) C s,
M ¢ S¢ in time

T log™(43d) log ¢
0 va(1\4)-,/R+1og%-67274r ZTmV(Ai) =

1€[n]

Proof. 1t suffices to combine Lemma 19 and 20 in Appendix D, adjusting € by a constant factor. [

1Similar guarantees appear in the literature on approximately solving SDPs, but we could not find a statement
with the additive-multiplicative guarantees our method requires, so we provide a self-contained proof for completeness.

19



4.2 Approximation-tolerant mirror prox

We next provide approximation-tolerant variants of the algorithms in Section 3. This tolerance
is necessitated by error introduced by approximations to the matrix exponential we develop in
Appendix D. We begin by formalizing the notions of approximation required for our framework.

Definition 7 (Approximate gradient oracle). We say g : Z — Z* is a A-approzimate gradient
oracle for g : Z — Z* if for all z,2' € Z, | (g§(z) — g(2),2") | < A.

Definition 8 (Approximate best response oracle). We say & : X* — X is a A-approzimate best
response oracle forr: Z - R and Y € Y if for all v € X* and u* € X, the following hold:

1Z(Y,v) — (argmingex (v, 2) + (2, Y))[l, <A,
(V+Ver(z,Y),z —u) <A.

We pause to remark that for ¢ in (19), the component ¢¥(z,Y) = B — A(z) is simple to
explicitly write down given z, and will incur no error in our implementation. Further, the term
g (z,Y) —c= A*(Y) can be efficiently approximated to the accuracy required by Definition 7 by
taking €,7 <= O(A) in Definition 6. Under the scaling L4 < 1, the ¢; error incurred by Omeq is
O(e + 7y), which satisfies Definition 7 as X is {s-constrained. In the following Section 4.3 we will
exploit the stronger multiplicative-additive guarantee afforded by Definition 6 to meet Definition 8.
Equipped with Definitions 7 and 8, we give simple error-tolerant extensions of Sections 3.1 and 3.2.

Definition 9 (Approximate gradient step oracle). For a problem (2), we say (5grad AN ARS
is an (o, B, p, A)-approzimate gradient step oracle if on input (z,v), it returns 2z’ such that for all
u € Z,

(0,2 —u) < VTP () = VI () = VIOH () + A,

z

Definition 10 (Approximate extragradient step oracle). For a problem (2), we say 6Xgrad : Z X

Z*x Y — Zis an (o, B, p, A)-approzimate extragradient step oracle if on input (z,v,Y) it returns
Lot

(z*,Y ") such that

<07 St u> < Vz(a,,u) (u) _ Vz(f#) (U) _ V'Z(OQN) (Z+>
FVE (W) — VI (@) + A for allu= (u*,w) € Z.

Definitions 9 and 10 are exactly the same as Definitions 4 and 5, except they are generalized to
the matrix setting, tolerate regularizers V(-*) with p > 0, and allow for A error in their bounds.

Corollary 3. Letz € Z2, Y €Y, a>2,53,7v>0, and0 < n < % Let g be a A-approximate gradient
oracle for g in (19). Let 2’ + 6grad(z,77§(z)) and (z“‘,?Jr) — (5xgrad(2, gg(z’),?), where 6grad
is an (o, B, u, A)-approzimate gradient step oracle and 5Xgrad is an (o + 8,7, u, A)-approximate
extragradient step oracle. Then for allu € Z,

(ng('), 2’ — ) < 2V () — 2V T () 1 202" () — 2V 2 () 4 5A.

Proof. The proof is the same as Lemma 2, but we incur error due to the approximate guarantees
of g, (’)grad, and (’)xgrad It is straightforward to see that using (’)grad and (’)Xgrad incurs 3A additive
error on the right-hand sides of (10). Further, using g instead of g implies that the left-hand sides
of (10) hold up to 6nA error via Holder’s inequality. Combining these errors yields the result. [
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Algorithm 5: ApproxGradStepOracIe(z,v,a,ﬁ,u,i,%xrff’”)(-,Y))

1 Input: z=(z,Y) € Z,v=(v",v) € 2%, o, B, > 0, T, a A-approximate best response
oracle for r( ) and Y or Y’ (defined below), V, r(a . )( - Y), a A-approximate gradient
oracle for V, r(a “)( ,Y)

W VITEL\ )(x,Y)
3 &« z(Y,v" —w)

N

2 Y argming (7 + Ty (0.Y) - 9,0 @), 9 ) + 157 (¥)
<z (Y, g —w)

Return: (2/,Y’)

[<2 3

Corollary 4. For f > o > %, w >0, Algorithm 5 is an («, B, p, 11A)-approzimate gradient step
oracle.

Proof. The proof is the same as Lemma 6, but we incur error due to the approximate computations
of w, #, and /. Let r := rff’“ ) for convenience. Let Z4 minimize the subproblem defining &, and
), minimize the subproblem defining z’.
Lemma 6 combines inequalities (12), (14), and (16), and we will bound the error incurred in each.
It is straightforward to check that the approximation guarantee on & implies Hi”2 — a:zHoo < 2A,
and so ||Vyr(2,Y) — Vyr(z,, Y)[|, < 2A. Hence, in place of (12), Holder’s inequality yields
(VW 4+ Vyr (26, Y) = Vyr (2,Y), Y =) = (W +Vyr(2,Y) = Vyr (z,Y),Y —u)
+{(Vyr (2., Y) = Vyr (£,Y), Y — o)
<V () = VT (W) — VT (Y') + 4A.

Further, in place of (14) we have by a similar argument

(Vyr(@,Y') = Vyr(z.,Y), Y — ') < (Vyr(@),Y') = Vyr(z,, Y), Y —u)
+ <Vyr(:n',Y’) — Vyr(:zf’*, Y'),Y - uy>
< VSH(Y") + Vg (w) + 4A.

Finally, by the second condition on the oracle  defining 2/, in place of (16) we have

(V4 Vor(@ YY) —w, 2’ —u) <A
= (V" + Vor(@",Y) = Vor(z,Y), 2" —u*) < (v 4 Vor (2, Y') —w, 2’ — )
+ (w — Vg(z,Y), 2" —u*) <3A.

The last inequality used the guarantee of the oracle ﬁmr, and Holder’s inequality. O
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Algorithm 6: ApproXGradStepOracle(z,v,Y, o, 8, i, 7, 6xrff’“)(-,Y))

1 Input: z = (z,Y) € Z,v= ()€ Z*, Y €Y, a,B,u >0, &, a A-approximate best
response oracle for rff M and Y or Y+ (defined below), 6357"5:"“ )(~, Y), a A-approximate
gradient oracle for V, r(a “)( ,Y)

2 W VIT; # (z,Y)

3 T+ (Y, v —w)

4 Y+<—argm1nY€y<v +V r(a“)( Y)-V r;’“)(x Y), >—|—VBH( )
5 <—x(Y+ v —w)
Yoy <vv + Ve (@t Yy = v, 00 (2,Y), > + V2 (Y)

7 Return: (z+, Y, Y ")

6 Y argming

Corollary 5. For f > a > %, w >0, Algorithm 6 is an (o, 5, p, 11A)-approzimate extragradient
step oracle.

Proof. The proof is the same as Lemma 7, but we incur error due to the approximate computations
of w, z, and 7. Let r := rff’“ ) for convenience. Let Z4 minimize the subproblem defining Z and

let " minimize the subproblem defining z".
Lemma 7 combines inequalities (17), (18), and first-order optimality of 2. As in Corollary 4,
in place of (17) the approximation guarantee on & yields for any v¥ € ),

(W4 Vyr(zt, YY) = Vyr(z,Y), YT — ) = <Uy +Vyr(@,Y) — Vyr(z,Y), Y — ?+>
+ <vy + Vyr(zt, Y1) — Vyr(z, Y),?—i_ — uy>
+{(Vyr(at, Y9 = V(@ Y), Y- Y1)
< V) =V ) — Vg (V) = v (Y )
+ <Vyr(1:+, Y) - V,r(z,Y), Y - ?+>
<V (w) = V() = Vg (Y ) = Vg (Y )
+{(Vyr(at, Y1) = V@, 9), Y = Y T) 4 4a,
Similarly, in place of (18) we have
<Vyr(:v+,Y+) —Vyr(z,,Y), YT — ?+> = <Vy7“(3:f,Y+) ~Vyr(7.,Y), YT — ?+>
+ <Vyr(ac+,Y+) — Vyr(zf, Y ), YT — ?+>
<V + v (Y ) +4A.

Finally, as in the proof of Corollary 4, we lose an additive 3A in the optimality of zT. O

4.3 Implementation details

Approximate best response oracles. We first develop an implementation for the approximate
best response oracles in Section 4.2. Specifically, we study problems of the form

min (v, z) + (JA["(Y 2>+—|]95H2 (22)
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where v € X*, Y € Y, {A;}ic[n), and p are fixed throughout. We further introduce the notation

¥ | |
ly(q) == min (v, x) + <q,562> = Z {_qu vi| < 2¢;

sEX iem) (4 — oi| - Jvil > 2g;

minimized by x = Iy (—U> .
2q

With this notation, the problem in (22) can be written as mingex £, (|A[*(Y) + 51,). Our best

(

response oracle for r f ) that our algorithms require follows from the following structural fact.

Lemma 11. Let g € RY, and for a parameter € € (0,1), suppose that § € R satisfies
lgi — Gi| < eq; for alli € [n). (23)
Then letting x, minimize €,(q) over X and T, minimize £,(q) over X, for all u* € X,
|zx — j*Hoo <,
(v+2q 0, Ty — ) < 2ellql]; -

Proof. The first claim decomposes coordinatewise: in light of our characterization of the minimizers
of £,, it suffices to show that for any scalars a,b > 0 and v € R such that |a — b| < ea,

‘med (9, 1, 1) — med (9, 1, 1)‘ <e.
a b

This follows by a case analysis: if v € [—a, a], then the additive error after the median operation is
at most €. Otherwise, if v > a, then the first corresponding term after taking a median is 1 and the
second is in [1,1 + €], and a similar argument handles the case v < —a.

For the second claim, note that first-order optimality of Z, implies

(V+2G 0 Ty, Ty —u*) <0,
and Holder’s inequality implies the conclusion where we use ||2§ o &, —2qo Z,|; < 2|j¢—4||;. O

Lemma 11 shows that to implement an oracle meeting Definition 8, it suffices to compute a
multiplicative approximation to ¢ = |A[*(Y) 4+ §1,. We will use an implementation trick which
was observed by [AJJT22] to implicitly maintain Y exactly via its logarithm. In particular, we use
recursive structure to maintain explicit vectors w,w’ € R and a scalar b € R, such that

Y =1IIy (exp (A(w) + |A|(w') + bB)) . (24)
Assuming this maintenance, we give a full implementation of an approximate best response oracle.

Lemma 12. Let A,0 € (0,1), u < %, a >0, and suppose for explicit w,w’ € R", b € R, Y satisfies

(24). We can implement a A-approximate best response oracle for rff’“) and Y with probability > 0
in one call to a (5,8, 42)-MEQ oracle for {|Ail}icpn) and M = A(w) + | Al(w') + bB.

Proof. Tt suffices to apply Lemma 11 with ¢ = 5§1,, plus the approximation to [A[*(Y) from the
MEQ oracle, which clearly meets the multiplicative approximation required by Lemma 11 with
parameter € = 5, since Tr(|A;|) < d[|Aill,, < d. For ¢ = |A[*(Y) + 51, with p < L gl < 2,

2
and hence the guarantees of Lemma 11 imply that returning the minimizer to ¢,(§) implements a
best response oracle with parameter A as long as the MEQ oracle succeeds. O
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Approximate gradient oracles. We next note that appropriately-parameterized MEQ ora-
cles allow us to straightforwardly implement the approximate gradient oracles for g in (19) and

erff“”)(-, Y) used in Section 4.2. We state this guarantee in the following.

Lemma 13. Let A,0 € (0,1), p < %, a > 0, and suppose for explicit w,w’ € R™ and b € R,
Y satisfies (24). We can implement a A-approzimate gradient oracle for g*(-,Y) with probability
> 1§ in one call to a (5,0, £)-MEQ oracle for {Ai}icin) and M = A(w) + | Al(w") +bB. We can

also implement a A-approzimate gradient oracle for erff’“)(',Y) in one call to a (%, 5, £)-MEQ

) 2d
oracle for {|Ail}icpn) and M = A(w) + | Al(w') + bB.

Proof. By Holder’s inequality, it suffices to approximate each relevant operator to an £; error of A,
which (again recalling 3 ;c,; Tr(|Aq|) < d) is satisfied by the MEQ oracle whenever it succeeds. [

Maintaining the invariant (24). Finally, we discuss how to maintain the implicit representation
(24) for the Y iterates of our algorithm, under the updates of Corollary 4 or Corollary 5.

Lemma 14. Suppose for explicit w,w’ € R™, b € R, the input Y to Corollary / satisfies (24), and
suppose the input g¥ satisfies for explicit wg,w; € R", by €R,

g’ = A(wy) + | A[(wy) + bgB.

We can maintain Y' implicitly of the form (24) with w,w',b replaced by w, W', b, such that

N
w

1
0/ B + 75 max (gl el + 1, 104])

Proof. By Theorem 3.1 of [Lew96], VH(Y) = log’Y + I;. Optimality of Y’ then shows

max ([, ]| »161) < max (o]l

logY' —logY = —; (¢¥ + JA|(2%) — |A|(2?)) + dg
= logY'=A <w — ;wg> + | A (w’ - ; (wy + L 3:2)> + <b - ;bg> B+ /1,

for some scalars ¢,/, by our implicit maintenance of Y and ¢¥. Noting that the form of (24) is
invariant to arbitrary additive shifts by the identity in the argument of exp yields the claim. O

Lemma 15. Suppose for explicit w,w',w,w € R", b,b € R, the input Y to Corollary 5 satisfies
(24) and the input Y satisfies (24) with w,w',b replaced with w,w',b, and suppose the input g¥
satisfies for explicit wg,w; € R", by €R,

g’ = Alwg) + [ Al (wy) + byB.

We can maintain Y+ and Y implicitly of the form (24) with w,w’,b replaced with w,.,w’, by and
Wy, W', , by respectively, such that

3

1
+ 5 max (gl el + 1, 10

1
wOO

max ([|wy o 104l [0 | oo » @4 | 145 B4 ]) < masx ([l ,
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Proof. The proof is analogous to Lemma 14; dropping multiples of I;, the optimality conditions on
Y+ and Y imply that it suffices to take

(w+,w’+,b+) — (w — ;wg,w/ - ; (w; +z2 - :102) b— 1bg> ,

(04,0, by ) (u‘; — ;wg,u‘/ — ; (w), + (7)* = 2®) ,b— ;bg) :

4.4 Algorithm

We now combine the results of Sections 4.1, 4.2, and 4.3 to give a full analysis for our box-spectraplex
solver. We will actually prove a generalization of our claimed result Theorem 2, phrased in terms of
MEQ oracles. Theorem 2 then follows by combining Theorem 3 with the oracle implementation in
Proposition 2 (or exact oracles), applied with the stated required parameters in the following claim.

Theorem 3. There is an algorithm which computes an e-approzimate saddle point to (2) in

op’

Lalogd
T=0 <AOg> iterations, where L 4 = ||| A|(L,)]|

€
with probability > 1 — 6, each using O(1) calls to a (O(77), %,@(ﬁ))—MEQ oracle (Defini-
tion 6), for {Ai, |Ail}icp) and M = A(w) + |A(w')| + BB, where ||[wlo, |w']lo, [8] = O(T).

Proof. As in Theorem 1, we can assume throughout (by rescaling) that L4 = 1 for simplicity. We
again use the parameters a = =2, v =4, and n = %; we also use u = % This is a valid choice of
7 for use in Corollary 3, due to Corollary 2. Hence, using Lemma 10 to bound the initial divergence,
the proof of Theorem 1 (substituting Corollary 4 and 5 appropriately) implies we need to obtain
O (e)-approximate best response oracles and approximate gradient oracles in each iteration.

We next observe that under the given parameter settings, the recursions stated in Lemmas 14
and 15 implies we can maintain every ) iterate used in calls to Corollary 3 and 2 as ITy(exp(M)),
where M has the form stated in the theorem statement. In particular, using notation of Lemmas 14
and 15, it is clear wy € X, |by| = O(1), and wj = 0, in every call. Under this maintenance, the
conclusion follows by plugging in Lemmas 12 and 13 as our oracle implementations. O

Combining Theorem 3 and Proposition 2 subsumes and slightly refines the first result in Theo-
rem 2. The second result in Theorem 2 comes from an exact implementation of MEQ oracles.

Corollary 6. There is an algorithm which computes an e-approzimate saddle point to (2) in time

L3V Lot log(d) log® (52)
€35 ’

O | Taw(B)+ D (Tan(Ai) + Tane (|AG))

i€[n]

with probability > 1 — &, where Lyot := || 32;cr [Ailllop + [IBllop and La = || Xoiep [Ailllop-

5 Applications

We finally discuss various applications of our new box-simplex solver in Theorem 1.
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Optimal transport. The discrete optimal transportation problem is a fundamental optimization
problem on discrete probability distributions. Given two input distributions p,¢ € A% and a cost

matrix C € R%d, the problem is to find a matrix X solving the following linear program:

min (C,X).
X]ld:P,XTﬂd:fI»XZO
In previous work, [JST19] observes that a 2e-approximate optimal transport map can be recovered
from an e-approximate saddle point of the following box-simplex game:

min  max (C,X) + 2|C||

T
BX — ). 25
Do, ( ) (25)

max y

We treat X as an element of A" and define B : R"” — R2" is the linear operator which sends X to
[X1,X 1] and r = [p, ¢]. By applying Theorem 1 to (25), we obtain the following.

Corollary 7. Let C € RL{", p,q € A™ be given. There is an algorithm to compute an e-approzimate
optimal transport map from p to q with costs C running in time O(n?logn ||C|| .. € 1)

Min-mean cycle. Additionally, our improved box-simplex game solver gives an improved algo-
rithm for the minimum mean-cycle problem. In this problem, we are given an undirected weighted
graph G and we seek a cycle C' of length ¢ of minimum mean length + >, we. As noted in [AP20],
the min-mean cycle problem is equivalent to the following primal-dual optimization problem:
min  max w' z + 3dwmaxy ' Bz (26)
rEA™ ye[-1,1]"
where B is the oriented graph incidence matrix of G, wpax is the maximum edge weight in G, and d is
the (unweighted) graph diameter of G. This problem is a box-simplex game, and ||[dwmaxB||;_; =
O(dwmax). Further, by [AP20] e-approximate saddle points for this problem give e-approximate
min-mean cycles: applying Theorem 1 to (26) then gives the following corollary.

Corollary 8. Let G be a (nonnegative weighted) graph with n vertices, m edges; let w € RY, be
the vector of edge weights. Let wmax be the mazimum edge weight in G and d be the unweighted
diameter of G. There is an algorithm to compute an e-approrimate minimum-mean cycle in time

0 <mdwmaLX logn> '

€

Faster flow problems on graphs. Finally, our framework implies faster approximation algo-
rithms for the important combinatorial optimization problems of transshipment and maximum flow.
Given a graph G with edge weights w and a demand d, these problems can written in the form

min (W[, and  min [WF.,

respectively, where B is the graph incidence matrix. As used in previous work, these problems admit
‘cost approximators’: linear operators which approximate the optimal cost of the corresponding flow
problem up to a polylogarithmic factor. The guarantee of these approximators is summarized below.

Lemma 16 (Lemma 8 from [AJJ"22] and Theorem 4.4 from [Shel7|). Let G be a graph with n
vertices, m edges, and nonnegative edge weights w. Let opt,(d) denote the optimal value of the
Lp-flow problem over G with demands d:

opt, () = min, [ W],

26



For p € {1,00}, there exists an algorithm which computes a matric R € REX" such that for
parameters o, 3,7, K,

e For anyd € R" with 17d =0, opt,(d) < ||Rd||, < aopt,(d).
o The matrix RB has O(m/f3) nonzero entries.
o The algorithm runs in O(mry) time and returns both R and RB.

In addition, the parameters a, 3,7, K above can take the values o = logo(l) n, f = logo(l) n,
v = logo(l) n, and K = nlogo(l) n.

As shown in [AJJ 22|, we may compute (1+¢)-multiplicative approximations the transshipment
problem by solving problems of the form

min  max ty ' ATf—b' 27
FeA?™ ye[-1,1]K Y f Y ( )

to additive error et, where ¢ > 0 is a parameter, b = Rd, and (where W is a diagonal weight matrix)

W-IB'RT
A= (_WlBTRT> .

Applying Lemma 16 with p = 1 to compute R, we see that ¢ HA—r Hl _,; < ta: employing Theorem 1

gives an algorithm for this task which uses O( %Eg") matrix-vector products with A, AT |A|, and
|A|T. Similarly, [Shel7] obtains (1 4 ¢)-approximate solutions to maximum flow by solving

min  max ty  Af —b'
FE[-1,1]™ yeAZK v AS Y

to additive error et, where again b = Rd and

RBW!
A= <—RBW1) :

Applying Lemma 16 with p = oo to compute R, we see that ¢ HATH1_>1 < ta: employing Theorem 1
gives an algorithm for this task which uses O( %Eg") matrix-vector products with A, AT |A|, and
|A|T. Combining these subroutines with the outer-loops described in [AJJT22, Shel7] leads to
improved algorithms for these graph optimization problems.

Finally, though it is outside the scope of this paper, our Algorithm 4 is efficiently parallelizable
and using the techniques of [AJJT22|, it improves state-of-the-art (in some parameter regimes)
semi-streaming pass complexities for maximum cardinality matching by a logarithmic factor.
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A Box-simplex proximal subproblems via relative conditioning

In this section, we demonstrate the implications of Lemma 5 for solving the subproblems in extra-
gradient methods for (1) using area convex regularizers. We reproduce Lemma 5 for convenience.

Lemma 5. In the setting of Lemma 4, suppose for any x € X, F(x,-) (as a function over Y ) always
isT ) — R plus a linear function (where the linear function may depend on x). Then r — f is
convex, and f — q is convex for any q: Y — R such that ' —q: X x Y — R is jointly convez.

Consider a subproblem encountered when running the extragradient method of Appendix B on
the problem (1), using the regularizer rga) in (5). It has the form, for some (g%, ¢¥) € X* x V*,

min  F(z,y) = (g%, z) + (¢",y) + (|Aly,2*) + ah(y).
z€[—1,1]" yeAd

Recall from Lemma 1 that F' is jointly convex over (z,y) for any o > % Hence, for @ = 2, we may

apply Lemma 5 with r(y) := 2h(y) to conclude that

fly) = LA F(z,y)

is 2-relatively smooth with respect to h, as a function over Y = A% Moreover, applying Lemma 5
with ¢(y) := h(y), and again using the joint convexity fact in Lemma 1, shows that f is further
1-relatively strongly convex with respect to h. At this point, a direct application of Theorem 3.1 in
[LFN18] (which gives an algorithm for optimization under relative smoothness and strong convexity)
yields a linearly-convergent algorithm for minimizing F'. We remark that in light of Lemma 4, we
can implement gradient queries to f by computing the best response argument for a given y.
Interestingly, the analysis in this section used nothing more than Lemma 5, joint convexity of
our regularizer, and the ability to tune the parameter a to induce a small amount of relative strong
convexity. This is in contrast to the analysis in [Shel7| (see Lemma 5 of [JST19| for a formal
proof), which requires ad hoc multiplicative stability properties. An important consequence of this
observation is that the same technique generalizes to the matrix setting via new joint convexity
facts we prove in Proposition 1, where multiplicative stability breaks due to non-monotonicity of
the matrix exponential. This gives a simple proof-of-concept solver for matching Theorem 3 up to
logarithmic factors, which we improve via our approximation-tolerant extragradient methods.

B Unified extragradient convergence analysis

In this section, we show that our notion of relaxed relative Lipschitzness (Definition 1) extends area
convexity and relative Lipschitzness, and demonstrate that it enables convergence of an extragra-
dient method for variational inequalities. We begin by comparing these conditions.

Lemma 17. Assume either of the following holds for operator g : Z — Z* and convexr r : Z — R.
® g is %—relatwely Lipschitz with respect to r.
® g is n-area convexr with respect to .

Then g is %—T’elamed relatively Lipschitz (Definition 1) with respect to r.
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Proof. The first case follows immediately from Definition 2: for any (z,2’,27) € Z x Z x Z,
n(9(z) —g(2), 2 —27) S VI() + VI(=") S VI() + VI (") + VI(2T).
For the second case, direct computation and nonnegativity of the Bregman divergence yields
r(2) +r(2) + (") = 3r(c) = VI (z") + VI(2) = 3VI(e) S V(&) + VI (27) + Vi (2™).
O

With this fact in hand, we now show that the more general condition of relaxed relative Lip-
schitzness is sufficient to prove convergence of a simple extragradient method. In particular, we
analyze Algorithm 7, a slight variant of the mirror prox algorithm |[Nem04, CST21|, and show that
it gives rates for relaxed relative Lipschitz monotone variational inequalities that match the rates for
relative Lipschitz or area convex operator-regularizer pairs up to constant factors. We will require
the definition of a proximal oracle, which takes the standard iteration for mirror descent algorithms.

Definition 11 (Proximal oracle). For convexr: Z — R, z € Z, and g € Z*, Prox’,(g) outputs

2" = arg min (g, w) + V] (w).
weZ

Algorithm 7: RelaxedMirrorProx(g, r, z9,n, T')

1 Input: Operator g : Z — Z* satisfying % relaxed relative Lipschitzness with respect to r,
TeN, zpe 2
fort=0to 7T —1do
w; = Proxt, (ng(=:)
241 = Prox}, (Zg(wy))
end

[SL B SV V]

We note that Algorithm 7 is exactly the same as Algorithm 1 of [CST21] (a rephrasing of the
main result of [Nem04]), except there is a factor of 2 in the step size in Line 4. As the proof of
Proposition 3 shows, this allows us to obtain an extra divergence term which is handled by the
relaxed relative Lipschitzness condition. Notably, this extra divergence is also handled by operator-
regularizer pairs satisfying area convexity, explaining the same step size change appearing in [Shel7|.

Proposition 3. Let g: Z — 2%, r: Z = R, 29 € Z, and assume that g satisfies -relaxed relative
Lipschitzness with respect to r for some n > 0. The iterates of Algorithm 7 satisfy (for any u € Z),
1 — 2
T (9(we), wp —u) < — V().

t=0

[y

Proof. Applying (4) to the optimality conditions implied by the steps of Algorithm 7, we obtain

n{g(zt), ws — ze11) <V (20401) — Vi, (2e41) — V2, (wy)

and

N3

(gwe), 21 — ) < VI (w) = VI (u) = VZ (2011).
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Doubling the second inequality and adding it to the first, we have

1 ((g(we), ze01 — w) + (9(2), we — ze41)) < 2V5, () = 2V, (u) =V, (2e41) — Vig, (2e41) — V7, (wy).
Rearranging the above yields

n{g(we), wy —u) <2V (u) — 2V (u)

Zt+1
— Vo (ze41) — Vi, (2e41) = VI (we) + 1 (g9(we) — g(2t), we — 2e41)
< QVZTt (u) =2V]  (u)

Zt+1

where the inequality used relaxed relative Lipschitzness of g. Summing over all T' iterations and
dividing by nT" then gives the desired

— 2 s T 2 (
(glwn); we =) < 5 (Viy(u) = VI () < -5V (w).

M=

t=

o

O

We briefly compare Proposition 3 to the analyses of extragradient methods considered in [Shel7,
CST21]. The extragradient method considered in [Shel7| can be viewed as a dual variant of Al-
gorithm 7, and is based on dual extrapolation [Nes07| instead of mirror prox (see discussion in
|[CST21] for their relationship); the latter is the skeleton of our Algorithm 7. This affirmatively
answers the question of whether there is a mirror prox-like algorithm which converges under area
convexity, which to our knowledge was previously not known. The algorithm in [Shel7] obtains the
same regret guarantee as in Proposition 3, also calling O(1) proximal oracles in r per iteration.

On the other hand, the mirror prox algorithm of [Nem04, CST21] run for T iterations run on a
%—relatively Lipschitz operator-regularizer pair yields

T-1 1
tz% (g(we), wy —u) < ﬁwo(u)

for any u € Z, where again each iteration requires O(1) calls to a proximal oracle Definition 11. This
result therefore improves Proposition 3’s convergence rate by a factor of 2, at the cost of using the
stronger Definition 2. Finally, we note that exact implementations of the proximal oracles required
by Algorithm 7 satisfy the oracles used in Sections 3 and 4, i.e. those in Definitions 4 and 5, with
B =0, as seen by applying (4). To handle error introduced by not being able to exactly implement
a proximal oracle for our regularizers (5) and (7), we relax our method to handle g > 0, and we
satisfy the required relaxations via relative conditioning properties of the proximal subproblems.

C Proof of Lemma 8

In this section, we provide a proof of Lemma 8. We begin by recalling a technical claim on matrix
relative entropy. We require the notion of positive maps on matrices.

Definition 12. Let ® : R¥*? — R™ " pe q linear function on matrices. We say ® is positive if
®(A) = 0 for any A € S‘éo. In addition, for any k > 1 define the (linear) map ®, : RFdxkd

REnxkn 4uhich sends

A1’1 ALQ C. Al,k

A271 A272 A A2,k
A= . . .

Ak,l Ak72 A Ak;,k

35



to

(A1) P(A12) ... P(A1p)
Bu(A) = ‘1)(1“?2,1) ‘1)(1“?2,2) : ¢(14:2,k)
D(Ak1) P(Ak2) ... P(Arg)

We say ® is k-positive if @y is positive. We say ® is completely positive if it is k-positive for any
k> 1.

We additionally require the following equivalent characterization of completely positive maps.

Theorem 4 (Choi-Kraus Representation Theorem, [Cho75]). Let ® : R4 — R™ " be a linear map
on matrices. Then it is completely positive if and only if there exist V1, Vo ...V € C™% such that

k
O(A) =) V;AV]
=1

where V;r denotes the Hermitian transpose.

We refer the reader to Chapter 3 of [Bha97] for more discusion of this and related results. With
this notion, we recall a useful fact concerning matrix relative entropy and completely positive maps.

Lemma 18 (Theorem, [Lin75|). Let ® : R¥4 — R™" be q completely positive map on matrices
such that Tr(A) = Tr(®(A)) for any A € R, Then for any A, B € S,

Vg (A) > V(g (2(A)).

We refer the reader to [Yul3, Bha97| for further discussion of this result. With these facts in
hand, we are ready to prove Lemma 8: we recall it for convenience below.

Lemma 8. Let A := {A;};cn C Scéo satisfy Zie[n] A; =1, ForanyM € S? and Y € S‘io we
have V2H (Y)[M, M] > V2h(y)[m,m] for y := A*(Y), m = A*(M).

Proof. Define the map ® : R¥9 — R™" by ®(Y) := diag (A(Y)). We begin by showing that ® is
trace-preserving: for any Y € R%x4,

Tr (2(Y)) = Tr (diag (A(Y)) = Y (AL Y) = (I, Y) = TH(Y).

i=1
We now show that ® is completely positive. As each A; is positive semidefinite, there exist vectors

Vi1,0i2,...0;q such that A; = Z;.lzl viijiT’j. Given these vectors for every A;, we define the

matrices V; ; € R™%d g V= eiUiTj. We claim that

n d
d(Y) = Z Z Vi YV

i=1 j=1
To see this, note that
d d d
Z Vi,jYVZj = Z 67;<’l);|:ij'Uz‘7j)ez—-r = <Z Uiyj'l);l’—j, Y> eie;-r = <Ai, Y> eie;-r
7j=1 J=1 7j=1
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and therefore
n

Z ZV GYVE =D (ALY) eie] = diag (A(Y)) = &(Y).

=1 j=1 =1
By Theorem 4, the existence of these V;; implies that ® is completely positive. Now ® satisfies
the necessary conditions for Lemma 18: we therefore have for any A, B € S‘io

Vi (A) > Vil (9(A))

Now, for any Y € S?, and M € S% there exists a constant o such that Y +tM € S¢ for all
|t| < a. Therefore, for any such ¢ we have

VY (Y + M) > Vily) (B(Y + tM)).

Taking the limit of ¢ — 0, a second-order Taylor expansion yields
2
VZH(Y)M,M] = = 7 lim V(Y + tM),

V2h(y)[m,m] = —2 hm Vh(y +tm)
2 .
= g lin lim leag(y) (diag (y +tm)) = %g% ng)(tb(Y +tM)).

The second-to-last equality uses Theorem 3.3 of [LS01], a formula for the gradient of a spectral
function (a function from matrices to scalars depending only on the eigenvalues), and the fact that
®(Y) and (Y + tM) commute. Combining the above displays shows the desired claim. O

D DMatrix exponential products

In this section we provide a collection of tools used for approximate computations against a matrix
exponential. We begin by providing an approximation to its trace, using some helper tools.

Proposition 4 (Approximate top eigenvalue, Theorem 1, [MM15]). Let M € S>0; and let §,¢€ €

(0,1). There is an algorithm which with probability > 1 — & returns a value X such that |X —
Amax(M)| < eAmax (M), where Amax is the largest eigenvalue of a matriz in S, in time

9, <TmV(M) : 10\%) .

Proposition 5 (Polynomial approximation to exp, Theorem 4.1, [SV14]). Let M € S‘éo have
M =< RI, and let € € (0,1). There is a polynomial p satisfying

1 1
exp(—M) — eI < p(M) < exp(—M) + €I, degree(p) = O (\ | Rlog — + log > .
€ €

Proposition 6 (Johnson-Lindenstrauss transform, Theorem 2.1, [DG03]). Let Q € R**? have
rows formed by independently random unit vectors in R% scaled by kf%, and let €,0 € (0,1). If

k= Q(Ei2 log%) for an appropriate constant, for any v € R? (independent of Q), with probability
2 1- 57

2 2 2
(L =e)llvllz < 1Qullz < (1 +€) [lv]l -
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Approximating the exponential trace. We first show how to use these tools to approximate
the trace of the exponential of a bounded matrix efficiently.

Lemma 19. Let ¢,6 € (0,1), let R > logL, and let M € S¢ satisfy [M[[,, < R. We can compute
an e-multiplicative approximation to Trexp M with probability > 1 — & in time

. \/Eloglé(?él))
— |-

€

(0] (’va(M)
Proof. Assume for simplicity e < % as this affects the result by at most a constant. By applying
Proposition 4 to the matrix M + 2RI with € + ﬁ, we obtain a value A such that Apax(M) < A <
Amax(M) + 1 with probability > 1 — %, within the allotted time budget. Next, note that for

M=\ - M,

~

we have Trexp(M) = exp(A) - Tr exp(—lVI), so it suffices to approximate Tr exp(—M). We ob-
serve M € Sgo and it has an eigenvalue at most 1, by definition of A\. This latter fact implies
Tr exp(—ﬁ) > 1. Next take Q from Proposition 6 with k = O(}2 log %) such that with probability
>1— %, for all j € [d] (by a union bound), we have

) 2

o (5M)
2 ;.
J:l2

2 2
1~ 1~
(1 — E) exp | —=—M <1Q|exp | —=M < (1 + E)
4 2 y 2 y 4
Jl2 J:1l2
Union bounding over the success of the two randomized steps gives the failure probability. Since

oo (~250)] [

2

Tr exp(—ﬁ) = Z

J¢

)

2
_ Y 0TOexn (1N
2—Tr(exp( 2M>Q Qe p( 2M>)

€xp <_;M> Q@:

combining the above two displays means it suffices to give an ;5--additive approximation to the

)
JEld]

~Tr (Qexp(—l\N/I)QT> => z

Lek]

squared norm of each exp(—%M)Qg;. This would result in an overall {-multiplicative loss in ap-
proximating Tr exp(—lVI), due to application of Q, and an additional ;-additive approximation,
which is also a {-multiplicative approximation factor due to Tr exp(—ﬁ) > %

Finally, recall that all || Q. ||§ = %, so applying Proposition 5 with error parameter 4, we have a
polynomial p of degree 4 /Rlog% such that p(ﬁ) approximates exp(—ﬁ) to an additive ;-I. Hence,

the quadratic forms of Q. through p(M) approximate each

2
exp (—éM) Qi =Qfexp(-M) Qs
2

to an additive ;5 as desired. The runtime of this step comes from computing all k = O(%2 log %)

quadratic forms with a degree O(y/Rlog ) polynomial in M.
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Approximating an inner product. Next, we build upon the proof of Lemma 19 to approximate
an inner product against the exponential of a bounded matrix.

Lemma 20. Let €,7,6 € (0,1), {Ai}icpm) C St R > log%, and let M € S¢ satisfy HMHOp <R
We can compute values {V;};cpn) such that for all i € [n],

Vi = (A, exp(M))] < € {[Ai], exp(M)) +Tr(|Ai[) Tr exp(M)

with probability > 1 — § in time

\F]Og (Rnd log 74
0) va(M).—V& 3 Taw(Ad) | - 0g25

i€[n]

€

Proof. We prove the result for a single A; with failure probability § < % and then use a union
bound to obtain the result. Denote A < A;. As in the proof of Lemma 19, assume that ¢ < %
and we have obtained A such that Amax(M) < X < Amax(M) + 1 with probability > 1 — & within
the allotted time, and define M := A\ - M. Also, by the spectral theorem there exists B € R%*4
and a diagonal matrix D € S? with diagonal entries in {£1} such that A = B'DB and B? = |A|.
Assume for Q € R®" with k = O(Z log 4) from Proposition 6, that for all j € [d],

oo (~331)] [ [[mess (~250)] [ < fmese (-250)] |

‘ €
2 2 2

e

Conditioning on these events gives the failure probability. Observe that
— 1~ 1~
‘<A,exp(—M)> Ty (Q exp <—2M> Aexp (-21\/[) Q) ‘
1~ 1~ 1~ 1~
Tr <exp <—2M> Aexp <—2M>> —Tr (Q exp <—2M> Aexp <—2M> Q>

2
< P ‘Q [B exp <—;M)] 2 - ‘ [B exp (_;M)L 2 (28)
2
< 42]%} {Bexp (;M)L = 2 <|A|,exp(71v1)>.

The first inequality above used the decomposition A = BT DB and the triangle inequality, and the
second inequality used our assumption on Q. Next, we apply Proposition 5 with accuracy parameter

2= to obtain a polynomial p of degree O(,/Rlog %) such that for E := p(%ﬁ) — exp(—%ﬁ),

’Y

Bl < -

Let ¢ be some row of Q with ||q||3 = 1, and let u = Eq so that [ufl, < ef We bound

1~ 1~ 1~ 1~ 1~
q'p <2M> Ap (2M) q—q' exp (—2M> Aexp <—2M) q‘ < 21q" exp (—2M> Au

+ ’uTAu’.
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We further may upper bound

< [IBull,

9

1~
’uTAu‘ < |Bul3, ‘qT exp (—21\/1) Au
2

1~
Bexp <—2M) q

by the triangle inequality and Cauchy-Schwarz inequality. By positive semidefiniteness of M we
have || exp(—3M)q|l2 < [/¢||5, and hence

1 2
HB exp <—2M> q
2
2

.
[Bull3 = (uu',Al) < L TrAl.

< (4" 1AT) < T THAL

Combining the above three displays, and summing over each row of Q, we obtain

Tr (Q exp <—;M> A exp (—éﬁ) Q) —Tr <Qp @M) Ap (;M) Q)‘ < gTr|A|. (29)

We choose to return V = exp(X)Tr(Qp(%M)Ap(%M)Q). The approximation guarantee follows
from combining (28) and (29), and multiplying by exp(A) < eTr(exp(M)). The runtime comes from
applying p(%M) to each row of Q first, and then computing k£ quadratic forms through A. We note

that the applications of p(%ﬁ) to rows of Q can be precomputed, and reused for all {Ai}ie[n]- O
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