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Abstract

We develop a general framework for finding approximately-optimal preconditioners for solv-
ing linear systems. Leveraging this framework we obtain improved runtimes for fundamental
preconditioning and linear system solving problems including the following.

e Diagonal preconditioning. We give an algorithm which, given positive definite K €
R?*4 with nnz(K) nonzero entries, computes an e-optimal diagonal preconditioner in time

O(nnz(K)-poly(x*,e~1)), where * is the optimal condition number of the rescaled matrix.

e Structured linear systems. We give an algorithm which, given M € R%*? that is either
the pseudoinverse of a graph Laplacian matrix or a constant spectral approximation of
one, solves linear systems in M in O(d?) time.

Our diagonal preconditioning results improve state-of-the-art runtimes of Q(d®?®) attained by
general-purpose semidefinite programming, and our solvers improve state-of-the-art runtimes of
Q(d*) where w > 2.3 is the current matrix multiplication constant. We attain our results via new
algorithms for a class of semidefinite programs (SDPs) we call matriz-dictionary approximation
SDPs, which we leverage to solve an associated problem we call matriz-dictionary recovery.

*This paper is a merge of two unpublished works by subsets of the authors, [JSS18] and [JLM ™ 21], available on
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1 Introduction

Preconditioning is a fundamental primitive in the theory and practice of numerical linear algebra,
optimization, and data science. Broadly, its goal is to improve conditioning properties (e.g., the
range of eigenvalues) of a matrix M by finding another matrix N which approximates the inverse
of M and is more efficient to construct and apply than computing M~!. This strategy under-
pins a variety of popular, recently-developed tools, such as adaptive gradient methods for machine
learning (e.g., Adagrad and Adam [DHS11, KB15]), and near-linear time solvers for combinatorially-
structured matrices (e.g. graph Laplacians [ST04]). Despite widespread practical adoption of such
techniques, there is a surprising lack of provably efficient algorithms for preconditioning.

Our work introduces a new tool, matriz-dictionary recovery, and leverages it to obtain the
first near-linear time algorithms for several structured preconditioning problems in well-studied
applications. Informally, the problem we study is as follows (see Section 1.3 for the formal definition).

Given a matrizc M and a “matriz-dictionary” {M;}, find the best preconditioner

N = Z w;M; of M expressible as a nonnegative linear combination of {M;}. (1)
i

We develop general-purpose solvers for the problem (1). We further apply these solvers to ob-
tain state-of-the-art algorithms for fundamental tasks such as preconditioning linear systems and
regression, and approximately recovering structured matrices, including the following results.

e Diagonal preconditioning. We consider the classical numerical linear algebra problem of
diagonal preconditioning [vdS69]. Given K € Sio, the goal is to find a diagonal W € S‘io

minimizing the condition number of W2KW?3. Theorem | obtains the first near-linear time
algorithms for this problem when the optimal condition number of the rescaled matrix is small.

e Semi-random regression. We consider a related problem, motivated by semi-random noise
models, which takes fulltank A € R™? with n > d and secks W € STy minimizing the
condition number of ATWA. Theorem 2 gives the first near-linear time algorithm for this
problem, and applications of it reduce risk bounds for statistical linear regression.

e Structured linear systems. We robustify Laplacian system solvers, e.g., [ST04], to obtain
near-linear time solvers for systems in dense matrices well-approximated spectrally by Lapla-
cians in Theorem 3. We also give new near-linear time solvers for several families of structured
matrices, e.g., dense inverse Laplacians and M-matrices, in Theorems 4 and 5.

For the preconditioning problems considered in Theorems 1, 2, and 3, we give the first runtimes
faster than a generic SDP solver, for which state-of-the-art runtimes [JKL"20, HJS"22] are highly
superlinear (€2(d®) for diagonal preconditioning and Q(d**) for approximating Laplacians, where
d is the matrix dimension and w > 2.3 is the current matrix multiplication constant [AW?21]). For
the corresponding linear system solving problems in each case, as well as in Theorems 4 and 5, the
prior state-of-the-art was to treat the linear system as generic and ran in Q(d“) time.

We survey these results in Section 1.1 and 1.2, highlighting how the problems they study can
be viewed as instances of (1). We then discuss the general matrix-dictionary recovery problem we
study in more detail, and state the guarantees of our solvers, in Section 1.3. Finally, we compare
our framework to related algorithms and give a more thorough runtime comparison in Section 1.4.

nverse M-matrices are necessarily dense, see Lemma 33 in Appendix B.



1.1 Diagonal preconditioning

When solving linear systems via iterative methods, one of the most popular preconditioning strate-
gies is to use a diagonal matrix. This strategy is appealing because diagonal matrices can be applied
and inverted quickly. Determining the best diagonal preconditioner is a classical numerical linear
algebra problem studied since the 1950s [F'S55, vdS69, PG90]. In the context of (1), a diagonal
preconditioner is a nonnegative linear combination of the matrix-dictionary consisting of

ese,; where e; is the i*" basis vector. (2)

Leveraging this viewpoint, we study two natural instantiations of diagonal preconditioning.

Outer scaling. One formulation of the optimal diagonal preconditioning problem, which we refer
to as outer scaling, asks to optimally reduce the condition number of positive definite K € R¥*¢
with a diagonal matrix W, i.e., return diagonal W = diag (w) for w € ]R‘io such that?

1 1 1 1
R(W2KW?2) ~ r5(K) := i mll%v OH(WEKWE).
lagona -

Gi\;en W, a solution to Ka:lz b can be obtained by solving the better-conditioned W%KW%y =
W2bh and returning = W2y. The optimal W can be obtained via a semidefinite program (SDP)
[QYZ20], but the computational cost of general-purpose SDP solvers outweighs benefits for solving
linear systems. Outer scaling is poorly understood algorithmically; prior to our work, even attaining
a constant-factor approximation to x}(K) without a generic SDP solver was unknown.

This state of affairs has resulted in the widespread use of studying heuristics for constructing W,
such as Jacobi preconditioning [vdS69, GR89| and matriz scaling [AZLOW17, CMTV17a, GO18|.
The former was notably highlighted by Adagrad [DHS11], which used Jacobi preconditioning to
improve the computational costs of their method. However, both heuristcs have clear drawbacks
both from a theoretical and practical perspective. Prior to our work the best approximation guar-
antee known for Jacobi preconditioning was a result of van der Sluis [vdS69, GR89|, which shows
the Jacobi preconditioner is an m-factor approximation to the optimal preconditioning problem
where m < d is the maximum number of non-zeros in any row of K: in dense matrices this scales
linearly in the problem dimension and can be much larger than x%(K). We review and slightly
strengthen this result in Appendix C. We also prove a new dimension-independent baseline result
of independent interest: the Jacobi preconditioner always obtains condition number no worse than
(k%(K))2. Unfortunately, we exhibit a simple family of matrices showing this characterization of the
Jacobi preconditioner quality is tight, dashing hopes they can solve the outer scaling problem near-
optimally. On the other hand, while it is sometimes effective as a heuristic [KRU14]|, matrix scaling

algorithms target a different objective and do not yield provable guarantees on /{(W%KW%)

Inner scaling. Another formulation of diagonal preconditioning, which we refer to as inner scal-
ing, takes as input a full-rank A € R™*? and asks to find an n x n positive diagonal W with

K(ATWA) ~ Kkf(A) = min  k(ATWA).
diagonal W>0

As a comparison, when outer scaling is applied to the kernel matrix K = ATA, WiKW3 can
be seen as rescaling the columns of A. On the other hand, in inner scaling we instead rescale
rows of A. Inner scaling has natural applications to improving risk bounds in a robust statistical
variant of linear regression, which we comment upon shortly. Nonetheless, as in the outer scaling

k(M) is the condition number of positive definite M, i.e., the eigenvalue ratio Amax(M)/Amin(M).



case, no algorithms faster than general SDP solvers are known to obtain even a constant-factor
approximation to x¥(A). Further, despite clear problem similarities, it is unclear how to best
extend heuristics (e.g., Jacobi preconditioning and matrix scaling) for outer scaling to inner scaling.

Our results. We give the first nontrivial approximation algorithms (beyond calling a generic SDP
solver) for both variants, yielding diagonal preconditioners attaining constant-factor approximations
to x5 and £} in near-linear time.® In the following, Tmy(M) is the time required to multiply a vector
by M, this is at most the sparsity of M, but can be substantially faster for structured M.

Theorem 1 (Outer scaling, informal, see Theorem 14). Let € > 0 be a fived constant.* There is an
algorithm, which given full-rank K € S computes w € R‘éo such that E(W%KW%) < (14+¢)r5(K)
with probability > 1 — § in time’

0 (m(K) - (55(K))™ - polylog (d"””d(K))) |

Theorem 2 (Inner scaling, informal, see Theorem 13). Let € > 0 be a fized constant. There is an
algorithm, which given full-rank A € R™? for n > d computes w € RY, such that K(ATWA) <
(1 + )k (A) with probability > 1 — ¢ in time

0 <va<A> - (5£(A))" - polylog (”5““‘))) |

Our methods pay a small polynomial overhead in the quantities x} and 7, but notably suffer
no dependence on the original conditioning of the matrices. Typically, the interesting use case for
diagonal preconditioning is when xj5(K) or xf(A) is small but x(K) or k(AT A) is large, a regime
where our runtimes are near-linear and substantially faster than directly applying iterative methods.

It is worth noting that in light of our new results on Jacobi preconditioning, the end-to-end
runtime of Theorem 1 specifically for solving linear systems (rather than optimal preconditioning)
can be improved: accelerated gradient methods on a preconditioned system with condition number
(k%)? have runtimes scaling as x%. That said, when repeatedly solving multiple systems in the same
matrix, Theorem 1 may offer an advantage over Jacobi preconditioning. Our framework also gives a
potential route to achieve the optimal end-to-end runtime scaling as /k7, detailed in Appendix D.

Statistical aspects of preconditioning. Unlike an outer scaling, a good inner scaling does
not speed up a least squares regression problem min, [[Az — b||2. Instead, it allows for a faster
solution to the reweighted problem min,, HW% (Az—0b)||2. This has a number of implications from a
statistical perspective. We explore an interesting connection between inner scaling preconditoning
and semi-random noise models for least-squares regression, situated in the literature in Section 1.4.

As a motivating example of our noise model, consider the case when there is a hidden parameter
vector Zirge € RY that we want to recover, and we have a “good” set of consistent observations
A zye = by, in the sense that Ii(A;—Ag) is small. Here, we can think of A, as being drawn
from a well-conditioned distribution. Now, suppose an adversary gives us a superset of these
observations (A,b) such that Az = b, and A, are an (unknown) subset of rows of A, but

3We are not currently aware of a variant of our matrix dictionary recovery framework which extends to simultaneous
inner and outer scaling, though it is worth noting that prior work [QGH™22] does obtain such a result via semidefinite
programming. Obtaining such a variant is an interesting open problem for future work.

4We do not focus on the e dependence and instead take it to be constant since, in applications involving solving
linear systems, there is little advantage to obtaining better than a two factor approximation (i.e., setting e = 1).

5Our informal results suppress precise dependences on approximation and log factors as the only informality.



K(ATA) > R(A;—Ag). This can occur when rows are sampled from heterogeneous sources. Per-
haps counterintuitively, by giving additional consistent data, the adversary can arbitrarily hinder
the cost of iterative methods. This failure can be interpreted as being due to overfitting to gener-
ative assumptions (e.g., sampling rows from a well-conditioned covariance, instead of a mixture):
standard iterative methods assume too much structure, where ideally they would use as little as
information-theoretically possible.

Our inner scaling methods can be viewed as ‘“robustifying” linear system solving to such semi-
random noise models (by finding W yielding a rescaled condition number comparable or better
than the indicator of the rows of A4, which are not known a priori). In Section 6, we demonstrate
applications of inner scaling in reducing the mean-squared error risk in statistical regression settings
encompassing our semi-random noise model, where the observations b are corrupted by (homoskedas-
tic or heteroskedastic) noise. In all settings, our preconditioning algorithms yield computational
gains, improved risk bounds, or both, by factors of roughly x(ATA)/kX(A).

1.2 Robust linear algebra for structured matrices

Over the past decade, the theoretical computer science and numerical linear algebra communities
have dedicated substantial effort to developing solvers for regression problems in various families of
combinatorially-structured matrices. Perhaps the most prominent example is [ST04], which gave a
near-linear time solver for linear systems in graph Laplacian matrices.® A long line of exciting work
has obtained improved solvers for these systems [KMP10, KMP11, KOSZ13, 1L.S13, CKM " 14, PS14,
KLP"16, KS16, JS21], which have been used to improve the runtimes for a wide variety of graph-
structured problems, including maximum flow [CKM 11, Mad13, LS14], sampling random spanning
trees [KM09, MST15, DKP*17, Sch18|, graph clustering [ST04, OV11, OSV12], and more [DS08,
KRSS15, CMSV17, CMTV17b]. Additionally, efficient linear system solvers have been developed
for solving systems in other types of structured matrices, e.g., block diagonally dominant systems
[KLP"16], M-matrices [AJSS19], and directed Laplacians [CKP ™16, CKP™17, CKK™18].

Perturbations of structured matrices. Despite the importance of these families of matrices
with combinatorial structure, the solvers developed in prior work are in some ways quite brittle. In
particular, there are several simple classes of matrices closely related to Laplacians for which the
best-known runtimes for solving linear systems are achieved by ignoring the structure of the problem,
and using generic matrix multiplication techniques as a black box. Perhaps the simplest example is
solving systems in perturbed Laplacians, i.e., matrices which admit constant-factor approximations
by a Laplacian matrix, but which are not Laplacians themselves. This situation can arise when
a Laplacian is used to approximate a physical phenomenon [BHV08]. As an illustration of the
techniques we develop, we give the following perturbed Laplacian solver.

Theorem 3 (Perturbed Laplacian solver, informal, see Theorem 10). Let M = 0 € R™ "™ be such
that there exists an (unknown) Laplacian L with M < L < k*M, and that L corresponds to a graph
with edge weights between Wiy and Wyax, with wma" < U. Foranyé € (0,1) and € > 0, there is an
algorithm recovering a Laplacian L' with M < L’ ( €)k*M with probability > 1 — 6 in time

0 (n2 - (k%)% - poly (:FU‘;U>> .

Consequently, there is an algorithm for solving linear Systems in M to e-relative accuracy with
probability > 1 — 6, in time O(n? - (k*)? - polylog (”H U))

SWe formally define the structured families of matrices we study in Section 4.
"See (8) and the following discussion for the definition of solving to relative accuracy.



Theorem 3 can be viewed as solving a preconditioner construction problem, where we know
there exists a Laplacian matrix L which spectrally resembles M, and wish to efficiently recover a
Laplacian with similar guarantees. Our matrix-dictionary recovery framework captures the setting
of Theorem 3 by leveraging the matrix-dictionary consisting of the O(n?) matrices

beb! € R™",

where b, is the 2-sparse signed vector corresponding to an edge in an n-vertex graph (see Section 2).
The conceptual message of Theorem 3 is that near-linear time solvers for Laplacians robustly extend
through our preconditioning framework to efficiently solve matrices approximated by Laplacians.
Beyond this specific application, our framework could be used to solve perturbed generalizations of
future families of structured matrices.

Recovery of structured matrices. In addition to directly spectrally approximating and solv-
ing in matrices which are well-approximated by preconditioners with diagonal or combinatorial
structure, our framework also yields solvers for new families of matrices. We show that our pre-
conditioning techniques can be used in conjunction with properties of graph-structured matrices to
provide solvers and spectral approximations for inverse M-matrices and Laplacian pseudoinverses.
Recovering Laplacians from their pseudoinverses and solving linear systems in the Laplacian pseu-
doinverse arise when trying to fit a graph to data or recover a graph from effective resistances, a
natural distance measure (see [HMMT18] for motivation and discussion of related problems). More
broadly, the problem of solving linear systems in inverse symmetric M-matrices is prevalent and
corresponds to statistical inference problems involving distributions that are multivariate totally
positive of order 2 (MTPs) [KR83, SH14, FLST17]. Our main results are the following.

Theorem 4 (M-matrix recovery and inverse M-matrix solver, informal, see Theorem 11). Let M be
the inverse of an unknown invertible symmetric M-matriz, let k be an upper bound on its condition
number, and let U be the ratio of the largest to smallest entries of M1.® For any § € (0,1) and
€ > 0, there is an algorithm recovering a (1 + €)-spectral approzimation to M~! in time

1 nkU
O(nQ-poly<Og 0 ))
€

Consequently, there is an algorithm for solving linear systems in M to e-relative accuracy with

probability > 1 — &, in time O(n? - polylog (”geU))

Theorem 5 (Laplacian recovery and Laplacian pseudoinverse solver, informal, see Theorem 12).
Let M be the pseudoinverse of unknown Laplacian L, and that L corresponds to a graph with edge
weights between Wiy and Wpax, with % < U. Foranyé € (0,1) and € > 0, there is an algorithm

recovering a Laplacian L' with MT < L' < (1 4+ )M in time

log 2U
o (nz.poly <g(s>>
€

Consequently, there is an algorithm for solving linear systems in M to e-relative accuracy with
probability > 1 — 4§, in time O(n? - polylog (%—g))

Theorems 4 and 5 are perhaps a surprising demonstration of the utility of our techniques: just
because a matrix family is well-approximated by structured preconditioners, it is not a priori clear

8By Lemma 33 in Appendix B, the vector M1 is entrywise positive.



that their inverses also are. However, we show that by applying recursive preconditioning tools in
conjunction with our recovery methods, we can obtain analogous results for these inverse families.
These results add to the extensive list of combinatorially-structured matrix families admitting effi-
cient linear algebra primitives. We view our approach as a proof-of-concept of further implications
in designing near-linear time system solvers for structured families via algorithms for (1).

1.3 Our framework: matrix-dictionary recovery

Our general strategy for matrix-dictionary recovery, i.e., recovering preconditioners in the sense of
(1), is via applications of a new custom approximate solver we develop for a family of structured
SDPs. SDPs are fundamental optimization problems that have been the source of extensive study
for decades [VB96], with numerous applications across operations research and theoretical computer
science |GW95], statistical modeling [WSV00, GM12|, and machine learning [RSL18]. Though there
have been recent advances in solving general SDPs (e.g., [JKL 20, HJST 22| and references therein),
the current state-of-the-art solvers have superlinear runtimes, prohibitive in large-scale applications.
Consequently, there has been extensive research on designing faster approximate SDP solvers under
different assumptions [KV05, WKO06, AK07, BBN13, GHM15, AL17, CDST19].

We now provide context for our solver for structured “matrix-dictionary approximation” SDPs,
and state our main results on solving them.

Positive SDPs. One prominent class of structured SDPs are what we refer to as positive SDPs,
namely SDPs in which the cost and constraint matrices are all positive semidefinite (PSD), a type of
structure present in many important applications [GW95, ARV09, JJUW11, LS17, CG18, CDG19,
CEFB19, CMY20]. This problem generalizes positive linear programming (also referred to as “mixed
packing-covering linear programs”), a well-studied problem over the past several decades [LN93,
PST95, YouOl, MRWZ16b, AO19]|. It was recently shown that a prominent special case of positive
SDPs known as packing SDPs can be solved in nearly-linear time [ALO16, PTZ16], a fact that has
had numerous applications in robust learning and estimation [CG18, CDG19, CFB19, CMY20] as
well as in combinatorial optimization [LS17|. However, extending known packing SDP solvers to
broader classes of positive SDPs,; e.g., covering or mixed packing-covering SDPs has been elusive
[JY12, JLL"20], and is a key open problem in the algorithmic theory of structured optimization.’
We use the term positive SDP in this paper to refer to the fully general mixed packing-covering
SDP problem, parameterized by “packing” and “covering” matrices {P;};c(n), P, {Ci}icjn), C € S‘éo,
and asks to find'’ the smallest ;1 > 0 such that there exists w € RZ, with

> wP; 2P, Y wCi = C. (3)

i€[n] i€[n]

By redefining P; + iP_%PiP_% and C; + C_%CZ-C_% for all ¢ € [n], the optimization problem
in (3) is equivalent to testing whether there exists w € RY, such that

Z w;P; < Z w; G;. (4)
i€[n] i€[n]

The formulation (4) was studied by [JY12, JLL"20], and an important open problem in structured
convex programming is designing a “width-independent” solver for testing the feasibility of (4) up to
a 1+ € factor (i.e., testing whether (4) is approximately feasible with an iteration count polynomial

9A faster solver for general positive (mixed packing-covering) SDPs was claimed in [JLL"20], but an error was
later discovered in that work, as is recorded in the most recent arXiv version [JLLT21].
0This is the optimization variant; the corresponding decision variant asks to test if for a given p, (3) is feasible.



in e~ ! and polylogarithmic in other problem parameters), or solving for the optimal x in (3) to this
approximation factor. Up to now, such width-independent solvers have remained elusive beyond
pure packing SDPs [ALO16, PTZ16, JLT20], even for basic extensions such as pure covering.

Matrix-dictionary approximation SDPs. We develop an efficient solver for specializations of
(3) and (4) where the packing and covering matrices {P; }ic[n]; { Ci }ic[n), as well as the constraints P,
C, are multiples of each other. As we will see, this structured family of SDPs, which we call matriz-
dictionary approximation SDPs, is highly effective for capturing the forms of approximation required
by preconditioning problems. Many of our preconditioning results follow as careful applications of
the matrix-dictionary approximation SDP solvers we give in Theorem 6 and Theorem 7.

We develop efficient algorithms for the following special case of (3), (4), the main meta-problem
we study. Given a set of matrices (a “matrix-dictionary”) {M;};cpn) € S‘éo, a constraint matrix B,
and a tolerance parameter € € (0, 1), such that there exists a feasible set of weights w* € R%, with

B =) wM; Xx'B, (5)
i€[n]
for some unknown £* > 1, we wish to return a set of weights w € R% such that

B =) wM,; < (1+€x"B. (6)
i€[n]
While this “matrix-dictionary recovery” problem is a restricted case of (3), as we demonstrate, it is
already expressive enough to capture many interesting applications.

Our results concerning the problem (5) and (6) assume that the matrix-dictionary {M,};c|,) is
“simple” in two respects. First, we assume that we have an explicit factorization of each M; as

M; = V,V/, V; e R>™, (7)

Our applications in Sections 1.1 and 1.2 satisfy this assumption with m = 1. Second, denoting
M(w) := 3 iep,) wiM, we assume that we can approximately solve systems in M(w) + AI for any

w € R%; and A > 0. Concretely, for any € > 0, we assume there is a linear operator Mvw, A,e Which

we can compute and apply in 739! - log 1 time,'! and that Mw,)\ﬁ ~ (M(w) + MI)~! in that:

HJ\ZW,A,EU ~ (M(w) + A1) UH2 <e

(M(w) + )™ UH2 for all v € RY. (8)

In this case, we say “we can solve in M to e-relative accuracy in 77/?1 : log% time.” If M is a single
matrix M, we say “we can solve in M to e-relative accuracy in Tl\s/fl . log% time.” Notably, for the
matrix-dictionaries in our applications, e.g., diagonal 1-sparse matrices or edge Laplacians, such
access to {M }¢[,) exists so we obtain end-to-end efficient algorithms. Ideally (for near-linear time
algorithms), 752! is roughly the total sparsity of {M;}e[n), which holds in all our applications.
Under these assumptions, we prove the following main claims in Section 3. We did not heavily
optimize logarithmic factors and the dependence on €', as many of these factors are inherited
from subroutines in prior work. For many applications, it suffices to set € to be a sufficiently small
constant, so our runtimes are nearly-linear for a natural representation of the problem under access
to efficient solvers for the dictionary M. In several applications (e.g., Theorems 1 and 2) the most

"'We use this notation because, if 753" is the complexity of solving the system to constant error ¢ < 1, then we can
use an iterative refinement procedure to solve the system to accuracy e in time 7';,(,’1 . log% for any € > 0.



important parameter is the “relative condition number” k, so we primarily optimized for x.

Theorem 6 (Matrix dictionary recovery, isotropic case, informal, see Theorem 8). Given matrices
{M;}icpn) with explicit factorizations (7), such that (5) is feasible for B =1 and some k* > 1, we
can return weights w € RY satisfying (6) with probability > 1 — § in time

og mndr*
0 (va({vi}ie[n]) (k") - poly (1‘%65>> '

Here Trnv({Vi}z‘e[n]) denotes the computational complexity of multiplying an arbitrary vector by
all matrices in {V;};cpn). As an example of the utility of Theorem 6, letting the rows of A € Rn*d
be denoted {ai}ie[n}, a direct application with V; + a;, M; + aia;r results in Theorem 2, our result
on inner scaling diagonal preconditioners. We next handle the case of general B.

Theorem 7 (Matrix dictionary recovery, general case, informal, see Theorem 9). Given matrices
{M. }icn) with explicit factorizations (7), such that (5) is feasible for some k* > 1 and we can solve
in M to € relative accuracy in Tﬁf{l . log% time, and B satisfying

B<M(1)<aB and 1 <B =< I, 9)

we can return weights w € RY satisfying (6) with probability > 1 — 6 in time

og mndr*af
o ((va ({Vitiep U {B}) + T37) - (x%)* - poly <1g€5>> '

The first condition in (9) is no more general than assuming we have a “warm start” reweighting
wp € RY, (not necessarily 1) satisfying B < Zie[n] [wo]iM; < aB, by exploiting scale invariance
of the problem and setting M; < [wo|;M;. The second bound in (9) is equivalent to k(B) <
(see Section 2) up to constant factors, since given a bound f, we can use the power method (cf.
Fact 3) to shift the scale of B so it is spectrally larger than I (i.e., estimating the largest eigenvalue
and shifting it to be Q(5)). The operation requires just a logarithmic number of matrix vector
multiplications with B, which does not impact the runtime in Theorem 7.

Several of our preconditioning results go beyond black-box applications of Theorems 6 and 7. For
example, a result analogous to Theorem 1 but depending quadratically on x%(K)) can be obtained
by directly applying Theorem 7 with n = d, M; = eje;, k = r5(K), and B = %K (i.e., using
the dictionary of 1-sparse diagonal matrices to approximate K). We obtain an improved (x%(K))®
dependence via another homotopy method (similar to the one used for our SDP solver in Theorem 7),
which allows us to efficiently compute matrix-vector products with a symmetric square-root of K.
Access to the square root allows us to reduce the iteration complexity of our SDP solver.

Further work. A natural open question is if, e.g., for outer scaling, the x}(K) dependence in
Theorem 1 can be reduced further, ideally to /x%(K). This would match the most efficient solvers
in K under diagonal rescaling, if the best known outer scaling was known in advance. Towards this
goal, we prove in Appendix D that if a width-independent variant of Theorem 6 is developed, it can
achieve such improved runtimes for Theorem 1 (with an analogous improvement for Theorem 2). We
also give generalizations of this improvement to finding rescalings which minimize natural average
notions of conditioning, under existence of such a conjectured solver.



1.4 Comparison to prior work

Runtime implications. For all the problems we study (enumerated in Sections 1.1 and 1.2),
our methods are (to our knowledge) the first in the literature to run in nearly-linear time in the
sparsities of the constraint matrices, with polynomial dependence on the optimal conditioning.
For example, consider our results (Theorems 1 and 2) on computing diagonal precondition-
ers. Beyond that which is obtainable by black-box using general SDP solvers, we are not aware of
any other claimed runtime in the literature. Directly using state-of-the-art SDP solvers [JKL"20,
HJST22] incurs substantial overhead Q(n*v/d + nd?®) or Q(n® + d*® + n?v/d), where w < 2.372
is the current matrix multiplication constant [Will2, Gall4, AW21, DWZ23, WXXZ23|. For outer
scaling, where n = d, this implies an Q(d®%) runtime; for other applications, e.g., preconditioning
d x d perturbed Laplacians where n = d?, the runtime is Q(d*¥). Applying state-of-the-art approx-
imate SDP solvers (rather than our custom ones, i.e., Theorems 6 and 7) appears to yield runtimes
Q(nnz(A) - d*®), as described in Appendix E.2 of [LSTZ20]. This is in contrast with our Theo-
rems 1, 2 which achieve O (nnz(A) . (n*)1'5). Hence, we improve existing tools by poly(d) factors
in the main regime of interest where the optimal rescaled condition number x* is small. Concurrent
to our work, [QGHT22] gave algorithms for constructing optimal diagonal preconditioners using
interior point methods for SDPs, which run in at least the superlinear times discussed previously.
Similar speedups hold for our results on solving matrix-dictionary recovery for graph-structured
matrices (Theorems 3, 4, and 5). Further, for key matrices in each of these cases (e.g., constant-
factor spectral approximations of Laplacians, inverse M-matrices, and Laplacian pseudoinverses)
we obtain O(n?) time algorithms for solving linear systems in these matrices to inverse polynomial
accuracy. This runtime is near-linear when the input is dense and in each case when the input is
dense the state-of-the-art prior methods were to run general linear system solvers using O(n*) time.

Matrix-dictionary recovery. Our algorithm for Theorem 6 is based on matrix multiplicative
weights [WK06, AK07, AHK12], a popular meta-algorithm for approximately solving SDPs, with
carefully chosen gain matrices formed by using packing SDP solvers as a black box. In this sense, it
is an efficient reduction from structured SDP instances of the form (5), (6) to pure packing instances.

Similar ideas were previously used in [LS17| (repurposed in [CG18]) for solving graph-structured
matrix-dictionary recovery problems. Our Theorems 6 and 7 improve upon these results both in
generality (prior works only handled B = I, and k* = 1+¢ for sufficiently small €) and efficiency (our
reduction calls a packing solver ~ logd times for constant €, x*, while [LS17] used ~ log?d calls).
Perhaps the most direct analog of Theorem 6 is Theorem 3.1 of [C(G 18], which builds upon the proof
of Lemma 3.5 of [LS17] (but lifts the sparsity constraint). The primary qualitative difference with
Theorem 6 is that Theorem 3.1 of [CG18] only handles the case where the optimal rescaling <* is
in [1,1.1], whereas we handle general x*. This restriction is important in the proof technique of
|CG18], as their approach relies on bounding the change in potential functions based on the matrix
exponential of dictionary linear combinations (e.g., the Taylor expansions in their Lemma B.1),
which scales poorly with large x*. Moreover, our method is a natural application of the MMW
framework, and is arguably simpler. This simplicity is useful in diagonal scaling applications, as it
allows us to obtain a tighter characterization of our k* dependence, the primary quantity of interest.

Finally, to our knowledge Theorem 7 (which handles general constraint matrices B, crucial
for our applications in Theorems 3, 4, and 5) has no analog in prior work, which focused on the
isotropic case. The algorithm we develop to prove Theorem 7 is based on combining Theorem 6
with a multi-level iterative preconditioning scheme we refer to as a homotopy method. In particular,
our algorithm for Theorem 6 recursively calls Theorem 6 and preconditioned linear system solvers
as black boxes, to provide near-optimal reweightings M (w) which approximate B + I for various
values of \. We then combine our access to linear system solvers in M(w) with efficient rational



approximations to various matrix functions, yielding our overall algorithm. This homotopy method
framework is reminiscent of techniques used by other recent works in the literature on numerical lin-
ear algebra and structured continuous optimization, such as [LMP13, KLM 14, BCLL18, AKPS19].

Semi-random models. The semi-random noise model we introduce in Section 1.1 for linear sys-
tem solving, presented in more detail and formality in Section 6, follows a line of noise models
originating in [BS95]. A semi-random model consists of an (unknown) planted instance which a
classical algorithm performs well against, augmented by additional information given by a “mono-
tone” or “helpful” adversary masking the planted instance. Conceptually, when an algorithm fails
given this “helpful” information, it may have overfit to its generative assumptions. This model has
been studied in various statistical settings [Jer92, FK00, FK01, MPW16, MMV12|. Of particu-
lar relevance to our work, which studies robustness to semi-random noise in the context of fast
algorithms (as opposed to the distinction between polynomial-time algorithms and computational
intractability) is [CG18], which developed an algorithm for semi-random matrix completion.

1.5 Organization

We give preliminaries and the notation used throughout the paper in Section 2. We prove our
main results on efficiently solving matrix-dictionary approximation SDPs, Theorems 6 and 7, in
Section 3. As relatively direct demonstrations of the utility of our solvers, we next present our
results on solving in perturbed Laplacians and inverse matrices with combinatorial structure, i.e.,
Theorems 3, 4, and 5, in Section 4. We give our results on outer and inner scaling variants of
diagonal preconditioning, i.e., Theorems 1 and 2, in Section 5. Finally, we present the implications
of our inner scaling solver for semi-random statistical linear regression in Section 6.

Various proofs throughout the paper are deferred to Appendices A and B. We present our results
on Jacobi preconditioning in Appendix C, and our improvements to our diagonal preconditioning
results (assuming a width-independent positive SDP solver) in Appendix D.

2 Preliminaries

General notation. We let [n] := {1,2,---,n}. Applied to a vector, [|-||,, is the £, norm. Applied
to a matrix, |||, is overloaded to mean the f2 operator norm. N (u,X) denotes the multivariate
Gaussian with specified mean and covariance. A™ is the simplex in n dimensions (the subset of R

with unit ¢; norm). We use O to hide polylogarithmic factors in problem conditioning, dimensions,
the target accuracy, and the failure probability. We say o € R is an (¢, d)-approximation to 5 € R if
a = (14+€)p+40', for |€| <€, |0'] < §. An (e, 0)-approximation is an “e-multiplicative approximation”
and a (0, ¢)-approximation is a “d-additive approximation”. We let N'(u, 3) denote the multivariate
Gaussian distribution of specified mean and covariance.

Matrices. Throughout, matrices are denoted in boldface. We use nnz(A) to denote the number
of nonzero entries of a matrix A. The set of d x d symmetric matrices is denoted S, and the positive
semidefinite and definite cones are Sﬁo and Sfio respectively. For A € S¢, let Amax(A), Amin(A),
and Tr(A) denote the largest magnitﬁde eigenvalue, smallest eigenvalue, and trace. For A € S‘io,
let k(M) := % denote the condition number. We let Im(A) refer to the image of A, and use
AT to denote the pseudoinverse of A € S‘io. The inner product between matrices M, N € S? is the
trace product, (M, N) := Tr(MN) = Z;je[d] M;;N;;. We use the Loewner order on S M < N
if and only if N — M € Sﬁo. I is the identity of appropriate dimension when clear. diag (w)
for w € R™ is the diagonal matrix with diagonal entries w. For M € S, |[v|ly := Vv Mu.
For M € S? with eigendecomposition VT AV, exp(M) := V' exp(A)V, where exp(A) is applies
entrywise to the diagonal. Similarly for M = VTAV € S‘io, Mz := VTA3V.
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We denote the rows and columns of A € R"4 by A;, for i € [n] and A for j € [d] respectively.
Finally, Trw (M) denotes the time it takes to multiply a vector v by M. We similarly denote the
total cost of vector multiplication through a set {M;};c) by Tmv({Mi}icn)). We assume that
Tmv(M) = Q(d) for any d x d matrix, as that time is generally required to write the output.

When discussing a graph on n vertices, the elements of V, consider an edge e = (u,v) for
u,v € V. We let b, € R” denote the 2-sparse vector with a 1 in index u and a —1 in index v.

3 Efficient matrix-dictionary recovery

In this section, we develop general solvers for the types of structured “mixed packing-covering”
problems defined in Section 1.3, which we collectively call matrix-dictionary approximation SDPs.

In Section 3.1, we solve a basic version of this problem where B = I, i.e., the constraints are
multiples of the identity. In Section 3.2, we give a more general solver able to handle arbitrary
constraints, whose runtime depends polylogarithmically on the conditioning of said constraints.
Our main results Theorems 8 and 9 are proven at the ends of Sections 3.1 and 3.2.

3.1 Identity constraints

In this section, we consider the special case of the problem (5), (6) in which B = I. To solve this
problem, we first develop a framework for solving the decision variant of the problem (5), (6). Given
a set of matrices {M; };c[n) € SZ, and a parameter k > 1, we wish to determine

does there exist w € R, such that Apax Z w;M; | < kA\min Z w;M; | ? (10)
i€[n] i€[n]

We note that the problem (10) is a special case of the more general mixed packing-covering semidef-
inite programming problem defined in [JLL"20], with packing matrices {M;};cf,) and covering
matrices {KM,};cn). We define an e-approzimate tester for the decision problem (10) to be an
algorithm which returns “yes” whenever (10) is feasible for the value (1 — €)x (along with weights
w € RY, certifying this feasibility), and “no” whenever it is infeasible for the value (1 + €)x (and
can return either answer in the middle range). After developing such a tester, we apply it to solve
the (approximate) optimization variant (5), (6) by incrementally searching for the optimal .

To develop an approximate tester for (10), we require access to an algorithm for solving the

optimization variant of a pure packing SDP,

OPT(v) := max v w. (11)
wGRgO : Zze[n] ’LUZMle

The algorithm is based on combining a solver for the testing variant of (11) by [JLT20] with a
binary search. We state its guarantees as Proposition 1, and defer a proof to Appendix A.

Proposition 1. Let OPT, and OPT_ be known upper and lower bounds on OPT(v) as in (11).
There is an algorithm, Apack, which succeeds with probability > 1 — 6, whose runtime is

log?(ndT(6¢)~1)1log? d OPT 1
O (va <{Mi}z’e[n}) . ( (65) ) T for T =0 (loglog OPTJ_F + logg )

and returns an e-multiplicative approximation to OPT(v), and w attaining this approximation.

We require one additional tool, a regret analysis of matrix multiplicative weights from [ZLO15].

11



Proposition 2 (Theorem 3.1, [ZLO15]). Consider a sequence of gain matrices {G¢}o<i<r C S(ém
which all satisfy for step size n > 0, |nG¢l|ly < 1. Then iteratively defining (from Sg :=0)

exp(Sy)

t = m, St+1 = St — T]Gt,

we have the bound for any U € Scéo with Tr(U) =1,
logd 1

1
T Y (G Y -U)< Tt T > nlIGilly (G, Y1) -
0<t<T " te[T)

Finally, we are ready to state our e-approximate tester for the decision problem (10) as Algo-
rithm 1. For simplicity in its analysis, we assume each matrix dictionary element’s top eigenvalue is
in a bounded range. We explicitly bound the cost of achieving this assumption in our applications
(which can be achieved via rescaling by a constant-factor approximation to the top eigenvalue of
each matrix using the power method, see Fact 3), and this does not dominate the runtime. The run-
time bottleneck in all our applications is the cost of approximate packing SDP oracles in Line 7; this
is an active research area and improvements therein would also reflect in our algorithm’s runtime.

Lemma 1. Algorithm 1 meets its output guarantees (as specified on Line 2).

Proof. Throughout, assume all calls to Ap,qc and the computation of approximations as given by
Lines 6 and 13 succeed. By union bounding over T iterations, this gives the failure probability.
We first show that if the algorithm terminates on Line 15, it is always correct. By the definition
of Apack, all G¢ = kI, so throughout the algorithm, —S; ;1 <X nsTT = H“ibgd. If the check on Line
14 passes, we must have —S;y1 = L:gdl, and hence the matrix —H%
at most k. The conclusion follows since the reweighting z induces S;41.
We next prove correctness in the “no” case. Suppose the problem (12) is feasible; we show
that the check in Line 9 will never pass (so the algorithm never returns “no”). Let v} be the
vector which is entrywise exactly {(M;, Y¢)}ic[n], and let v; be a {G-multiplicative approximation
to vy such that v; is an entrywise i5--additive approximation to v;. By definition, it is clear
OPT(kv;) > (1 — {5)OPT(kvf). Moreover, by the assumption that all Apnax(M;) > 1, all w; < 1
in the feasible region of the problem (11). Hence, the combined additive error incurred by the

St11 has condition number

approximation (v, w) to (kvi, w) for any feasible w is {5. All told, by the guarantee of Apack,
K (vg, o) > (1 - i>2 OPT(K,’U*)—i where OPT(kvy) = max k(Y Z wiM; ). (14)
tytt) — 10 t 107 t _Zie[n]wl'MijI t,‘ 7 7 .
weRZ, 1€[n]

However, by feasibility of (12) and scale invariance, there exists a w € R%, with Zie[n] w;M; =<1

and (1 —€)k ) e,y wiM; = I Since Yy has trace 1, this certifies OPT(kvf) > -, and thus

€ \2 1 € €
> 177), LI P
“<”t’xt>—( 10) 1-¢ 10~ 5

Hence, whenever the algorithm returns “no” it is correct. Assume for the remainder of the proof
that “yes” is returned on Line 18. Next, we observe that whenever A succeeds on iteration t,

12



Algorithm 1 DecideStructuredMPC({ M, };c(n]; &, Apack 0, €)

1: Input: {M;};c() € ST§? such that 1 < Apax(M;) < 2 for all i € [n], £ > 1, Apack Which on
input v € RY, returns w € RY, satisfying (recalling definition (11))

) log d
Z wiM; <1, vlw> (1 — 1—€0> OPT(v), with probability > 1_ﬁ for some T'= O <ﬁ 02g ) ,
€

i€[n]

failure probability § € (0,1), tolerance € € (0,1)
2: Output: With probability > 1 — §: “yes” or “no” is returned. The algorithm must return “yes”
if there exists w € RY, with

Amax Z w; M; 1 - 6 Amin Z wiM; |, (12)

i€n] i€[n]

and if “yes” is returned, a vector w is given with

Amax Z w; M; 1 + 6 Amin Z w;M; | . (13)

i€[n] i€[n]
3 n 16, T+ {%W,Yoeél, Sp <+ 0
4: for 0 <t < T do
5: Y, %ps(é)t)
6: v entrywise nonnegative ({5, 1557 )-approximations to {{Mj;, Y¢) }ic[n), With probability
>1-— 4T
7. @ Apack(kvr)
8 Gt — K Zze[n] [l't]zMz
if K (x4, v) <1 - £ then
10: return ‘“no”
11:  end if
12: St+1 «— S — ’I7Gt
13 T+ 10f”l—ahdditive approximation to Amin(—S¢+1), with probability > 1 — %
14: if 7> 12189 then
15: return (“yes’, z) for T : t+1 > o<s<t Ts
16: end if
17: end for

18: return (“yes”, Z) for T := 7 > 1 Tt

Zie[n] [:};M; < I, and hence in every iteration we have ||G¢||, < k. Proposition 2 then gives

logd 1
l Z (G, Y, — U) < OgT + = Z N |Gtll5 (G, Yy), for all U € S with Tr(U) = 1.
0<t<T " te[T}
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Rearranging the above display, using 7 ||G¢[|, < {5, and minimizing over U yields

logd 1-—

10 10

Amin g Gy 2 E (Gt,Yy) — g (G, Yy) — O
0<t<T 0<t<T 0<t<T

The last inequality used the definition of 7. However, by definition of v;, we have for all 0 <t < T,

(Y G =5 Sl (M, Y0 2 (1= S nfmmy > (1-5) (1-£) 2125 (19)
iel

The second-to-last inequality used that Line 9 did not pass. Combining the previous two displays,

€ 3e € €
Amin sz i | = Amin ZG’t Z<110)<110>10212

i€[n] 0<t<T
On the other hand, since all 0 < ¢ < T have };cp,[z:JiM; = I, by convexity Zle ] &M; < L
Combining these two guarantees and (1 +¢)(1 — §) > 1 shows T is correct for the “yes” case. [

We bound the runtime complexities of Lines 6, 7, and 13 of Algorithm 1 in the following sections.
3.1.1 Approximating inner products

In this section, we bound the complexity of Line 6 of Algorithm 1. We will use the following two
standard helper results on random projections and approximation theory.

Fact 1 (Johnson-Lindenstrauss [DGO03]). For 0 < e <1, let k = © (E%log%l) for an appropriate
constant. For Q € R¥*® with independent uniformly random unit vector rows in R% scaled down by
%, with probability > 1 — & for any fived v € R?,

(1—e) Qull> < [lvll3 < (1+¢)]IQul3.

Fact 2 (Polynomial approximation of exp [SV14], Theorem 4.1). Let M € S o have M < RI. Then

for any 6 > 0, there is an explicit polynomial p of degree O(\/R log & 5+ log? 3) with
exp(—M) — I < p(M) < exp(—M) + 4L

We also state a simple corollary of Fact 2.
Corollary 1. Given R > 1, M € Sgo, and k with M < kI, we can compute a degree-O(VKR + R)
polynomial p such that for P = p(M),
exp (—M) —exp (—R)I <P <exp(—M) +exp (—R) 1.
Using these tools, we next demonstrate that we can efficiently approximate the trace of a negative
exponential of a bounded matrix, and quadratic forms through it.

Lemma 2. Given M € S‘éo, R, k,e > 0 such that Apmin(M) < R and Amax(M) < kR, § € (0,1), we
can compute an e-multiplicative approximation to Trexp(—M) with probability > 1 — § in time

log &
O(TmV(M)- R -ng).
€
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Proof. First, with probability at least 1 — §, choosing k = O(Ei2 log %) in Fact 1 and taking a union

bound guarantees that for all rows j € [d], we have
1
oo ()]
27 )],

aln ()] |

2

2

€
is a g-multiplicative approximation of

2

Condition on this event in the remainder of the proof. The definition

o (—220)] [

2

Trexp(—M) = Z

JEld]

=Tr <exp <—;M> Q' Qexp (—iM))
=Tr (Qexp(—M) QT) = |lexp (—;M) Qe

Lek]
implies that it suffices to obtain a g-multiplicative approximation to the last sum in the above dis-
play. Since Trexp(—M) > exp(—R) by the assumption on Apin(M), it then suffices to approximate

)

and the sequence of equalities

oo (-4)] |

JE[d] 2

2
)
2

each term ||exp(—3M)Qy. H; to an additive 5z exp(—R). For simplicity, fix some £ € [k] and denote
q = Qq.; recall ||q||3 = 1 from the definition of Q in Fact 1.

By rescaling, it suffices to demonstrate that on any unit vector ¢ € R?, we can approximate
Hexp(—%M)qH2 to an additive §exp(—R). To this end, we note that (after shifting the definition
of R by a constant) Corollary 1 provides a matrix P with 7y (P) = O(Tmy (M) - v/kR) and

exp (—M) — %exp (—R)I<XP <exp(—M) + %exp (-R)I,
which exactly meets our requirements by taking quadratic forms. The runtime follows from the cost
of applying P to each of the k = O(ei2 log %l) rows of Q. O

Lemma 3. Given M € S‘éo and k with M < kI, 1 >¢>0, € (0,1), € >0, and a set of matrices
{M, }igpn) with decompositions of the form (7) and 1 < Apax(M;) < 2 for all i € [n], we can compute

(e, ¢)-approzimations to all {(Mi,exp(—M))}ie[n], with probability > 1 — § in time

c log ™2
@ (va (Ma {Vz}ze[n]) ’ \/Elog E : 626 > .
Proof. First, observe that for all i € [n], letting {vﬁi)}je[m] be columns of V; € R¥™*™  we have

T ,
(M exp(-M)) = - (of) exp(-M) (o).
jelm]
Hence, to provide an (€, c¢) approximation to (M;,exp(—M)) it suffices to provide, for all i € [n],

T .
J € [m], an (¢, ;5 )-approximation to (vj(-z)) exp(—M) (v](-l)). As in the proof of Lemma 2, by
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taking a union bound it suffices to sample a Q € RF*? for k = O(}2 log %) and instead compute

all [|Q exp(—%M)v](»i) 13 to additive error -¢. We will instead show how to approximate, for arbitrary
vectors ¢, v with norm at most 1,

1 2
<q, exp <—2M> v> to additive error QL

m

By letting g range over rows of Q renormalized by vk, and scaling all vj(.i) by a factor of /2, this yields
the desired result. To this end, consider using (q, Pv>2 for some P with —5=-1 X P — exp(—%M) =

= 1. Letting the difference matrix be D := P — exp(—3 M), we compute

(a7 exp () ) (7o) =2 (o7 o (~2M) o) (57D0) = (47 D0)’

2 C
< 2D, + DI} < =
We used ¢ and v have ¢, norm at most 1, exp(—3M) = I, and | D||, < % < 1. Hence, (¢,Pv)?is a
valid approximation. The requisite P is given by Corollary 1 with Ty (P) = O(Tmy(M) - /klog ).

Finally, the runtime follows from first applying P to rows of Q to explicitly form Q with k rows,

and then computing all HQ’U](Z)H% for all i € [n], j € [m]. O

Combining Lemmas 2 and 3, we bound the cost of Line 6 in Algorithm 1.

Lemma 4. We can implement Line 6 of Algorithm 1 in time

o 3/ mndk
0 (va ({Vitiep)) - V- lg(gf)) :

Proof. Since —8; is an explicit linear combination of {M; };¢[n], we have Ty (S¢) = O(Tuv({ Vitiepn)))-
We first obtain a 55 approximation to the denominator in Line 6 within the required time by apply-

ing Lemma 2 with x - O(k), R < O(lofd), € < 35, and adjusting the failure probability by O(T).

The bound on Apin(—S¢) comes from the check on Line 13 and the algorithm yields the bound

on Amax(—S¢). Next, we obtain a (s5, 555;) approximation to each numerator in Line 6 within
nlogd)
€

the required time by using Lemma 3 with k + O( and adjusting constants appropriately.
Combining these approximations to the numerators and denominator yields the result. O

3.1.2 Implementing a packing oracle

In this section, we bound the complexity of Line 7 of Algorithm 1 by using Proposition 1.

Lemma 5. We can implement Line 7 of Algorithm 1 in time
log® (“5°)

Proof. First, we observe that the proof of the “no” case in Lemma 1 demonstrates that in all calls to
A, we can set our lower bound OPT_ = 1—O(e), since the binary search of Proposition 1 will never
need to check smaller values to determine whether the test on Line 9 passes. On the other hand,
the definition of OPT (xvy) in (14), as well as OPT(sv;) < (1 + {5)OPT(xvy) by the multiplicative
approximation guarantee, shows that it suffices to set OPT4 < (1 + O(e))x.
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We will use the algorithm of Proposition 1 as Apaek in Algorithm 1. In our setting, we argued
OPT,
OPT_

= O(k), giving the desired runtime bound via Proposition 1. O

3.1.3 Approximating the smallest eigenvalue

In this section, we bound the complexity of Line 13 of Algorithm 1, which asks to approximate the
smallest eigenvalue of a matrix M to additive error. At a high level, our strategy is to use the power
method on the negative exponential exp(—M), which we approximate to additive error via Corol-
lary 1. We first state a guarantee on the classical power method from [MM15], which approximates
the top eigenspace (see also [RST09, HMT11] for earlier analyses of the power method).

Fact 3 (Theorem 1, [MM15]). For any ¢ € (0,1) and M € 8%07 there is an algorithm, Power(M, ¢),
which returns with probability at least 1 — § a value V' such that Apax(M) >V > 0.9 \pax(M). The
algorithm runs in time O(Tmny(M) log g), and is performed as follows:

1. Let u € R? be a random unit vector.
2. For some A = O(log $), let v + MZu_

MAull, *
3. Return |[Mu||,.

Lemma 6. We can implement Line 13 of Algorithm 1 in time

og? (4
0 (nw (Vi) - VA W) .

Proof. Throughout, denote M := —S;;1, L := A\pin(M) and R := 10§d) and note that (assuming
all previous calls succeeded), we must have L < 14R since the previous iteration had L < 13R and
S; is changing by an O(e)-spectrally bounded matrix each iteration. It suffices to obtain V' with

0.9(exp(—L) — exp(—20R)) <V < exp(—L), (16)

and then return — log(V), to obtain an R-additive approximation to L. To see this, it is immediate
that —log(V') > L from the above display. Moreover, for the given ranges of L and R, it is clear

exp (—20R + L) < exp(—6R) <1 — 3

2R
— exp(—L) — exp(—20R) > exp(—L) - %
2R
= exp(—L) — exp(—20R) > exp (_L _ 3)
1 2R
1 o1 2R
o <exp(—L) - eXp(—20R)) =&t

Combining with

—log(V) <lo ! +lo E<lo ! +E
BV =08 exp(—L) — exp(—20R) 89 =% exp(—L) — exp(—20R) 3

yields the claim. It hence suffices to provide V satisfying (16) in the requisite time. To do so, we
first use Corollary 1 with k < O(@) to produce P with Ty (P) = O(Tay(M) - /5 - lofd) and

1 1
exp(—M) — 3 exp(—20R)I = P < exp(—M) + 3 exp(—20R)I.
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The conclusion follows by applying Fact 3 to P — %exp(—20R)I and adjusting . O

3.1.4 Runtime of the optimization variant

=

Finally, we put these pieces together to solve the optimization variant of (5), (6). We begin by
stating the runtime of Algorithm 1, which follows from combining Lemmas 4, 5, and 6.

Corollary 2. Algorithm 1 can be implemented in time

0 (m{vi}) KL 1°g6<;3‘5’ ”>> .

Theorem 8. Given matrices {M, }ic|n) with explicit factorizations (7), such that (5) is feasible for
B =1 and some > 1, we can return weights w € R, satisfying (6) with probability > 1 — 6 in

time - y
IOg (mnE n)
@ (va({vz}ze[n}) RO 67(S ) :

Proof. First, to guarantee all M; satisfy 1 < A\pax(IM;) < 2, we exploit the scale-invariance of the
problem (5), (6) and rescale each matrix by a 2-approximation to its largest eigenvalue. This can
be done with Fact 3 and does not bottleneck the runtime.

Next, we perform an incremental search on & initialized at 1, and increasing in multiples of 2. By
determining the first guess of x such that Algorithm 1 returns “yes,” we obtain a 2-approximation
to the optimal k at a log k overhead from Corollary 2. We then can binary search at multiples of
14 O(e) amongst the multiplicative range of 2 to obtain the required multiplicative approximation,
at a log% overhead from Corollary 2, yielding the overall runtime. O

3.2 General constraints

In this section, we consider a more general setting in which there is a constraint matrix B in the
problem (5), (6) which we have matrix-vector product access to, but we cannot efficiently invert B.
We show that we can obtain a runtime similar to that in Theorem 8 (up to logarithmic factors and
one factor of /), with an overhead depending polylogarithmically on o and g defined in (9) and
restated here for convenience:

B=<M(1)<aoB, I<B=<§L

3.2.1 Homotopy method preliminaries

Our algorithm will be a “homotopy method” which iteratively finds reweightings of the {M;};c[,
which (1+ €)k-approximate B+ AM(1), for a sequence of \ values. More specifically, we first bound
the required range of A via two simple observations.

Lemma 7. Let \ > % Then,

B+ M(1) X > (1+AM; X (1+¢€) (B+AM(1)).

i€[n]

Proof. The first inequality is immediate from (9). The second follows from B > 0. O
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Lemma 8. Let A < 5%, and let w € RY satisfy
B+ AM(1) 2 ) wiM; < (1+€)r (B+AM(L)).
i€[n]

Then, the same w satisfies
B = Z w;M; < (14 2¢)kB.

1€[n]
Proof. The first inequality is immediate. The second is equivalent to
ekB = (14 €)AM(1)
which follows from ex > (1 + €)X and (9). O

Our homotopy method is driven by the observation that if (5) is feasible for a value of &, then
it is also feasible for the same k when B is replaced with B + AM(1) for any A > 0.

Lemma 9. For any A >0, if (5) is feasible for k > 1, there also exists w € R, with
B+ AM(L) = ) [wiliM; < k(B +AM(1)).
1€[n]
Proof. It suffices to choose w} = w* 4+ Al where w* is feasible for (5). O
To this end, our algorithm will proceed in K phases, where K = [log, 622%], setting

1 A0
A0 = = \k) = i forall 0 <k < K.

€

In each phase k for 0 < k < K, we will solve the problem (5), (6) for B < B+ X® M(1). To do so,
we will use the fact that from the previous phase we have access to a matrix which is a 3x-spectral
approximation to B which we can efficiently invert.

Lemma 10. Suppose for some A >0, k > 1, and 0 < € < % we have w € R, such that

B+ AM(1) 2 ) wiM; = (14 ¢)s(B + AM(1)).

1€[n]
Then defining D := M(w), we have
A A
B + 5./\/1(]1) <D <3k (B + 2./\/1(]1)) .

Proof. This is immediate from the assumption and
A
B+ AM(1) =<2 (B + 2/\/1(]1)) .

O

Now, Lemma 7 shows we can access weights satisfying (6) for B <~ B+ A M(1), and Lemma 8
shows if we can iteratively compute weights satisfying (6) for each B—l—)\(k)./\/l(]l), 0 <k <K, then we
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solve the original problem up to a constant factor in e. Moreover, Lemma 9 implies that the problem
(5) is feasible for all phases assuming it is feasible with some value of x for the original problem.
Finally, Lemma 10 shows that we start each phase with a matrix M(w) which we can efficiently
invert using the linear operator in (8), which is a 3k-spectral approximation to the constraint matrix.
We solve the self-contained subproblem of providing approximate inverse square root access (when
granted a preconditioner) in the following section, by using rational approximations to the square
root, and an appropriate call to Theorem &.

3.2.2 Inverse square root approximations with a preconditioner

In this section, we show how to efficiently approximate the inverse square root of some B € S‘io
given access to a matrix M(w) € S, satisfying

B < M(w) < kB

and supporting efficient inverse access in the form of (8). For brevity in this section we will use
M ¢ to denote the linear operator guaranteeing (8) for M(w) + AI. Given this access, we will
develop a subroutine for efficiently applying a linear operator R € Sgo such that

b, <

B_%Q}H for all v € R%. (17)
2

We will also use Try to denote Toy (B) + Try(M(w)) + TR$ for brevity in this section, where T3S
is the cost of solving a system in M(w) to constant accuracy (see (8)). Our starting point is the
following result in the literature on preconditioned accelerated gradient descent, which shows we
can efficiently solve linear systems in combinations of B and I.

Lemma 11. Given any A > 0 and € > 0, we can compute a linear operator /(/l\)\’E such that
H(/\%,E B+ AI)*l)vH2 <e|(B+AD)""|, forallv e R,

and

— 1
Toov(Mie) = O <va -V/klog klog e) )

Proof. This follows from Theorem 4.4 in [JS21], the fact that M(w)+ AL is a k-spectral approxima-
tion to B+ AL and our assumed linear operator M (19,;)-1 Which solves linear systems in M(w)+AI
to relative error 11— which can be applied in time O(Try - log &) (the assumption (8)). O

We hence can apply and (approximately) invert matrices of the form B + AI. We leverage this
fact to approximate inverse square roots using the following approximation result.

Proposition 3 (Lemma 13, [JS19]). For any matriz B and € € (0,1), there is a rational function
r(B) of degree L = O(log 1 log k(B)) such that for all vectors v € RY,

Jo -4, =

_1
B 2’UH
2

The rational function r(B) has the form, for {\e, ve}ecin)U{vr+1} C R>o computable in O(L) time,

rB)=| [] B+ [T B+wD™]. (18)

Le[L) Le[L+1]
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We note that Proposition 3 as it is stated in [JS19] is for the square root (not the inverse square
root), but these are equivalent since all terms in the rational approximation commute. We show
how to use Lemma 11 to efficiently approximate the inverse denominator in (18).

Lemma 12. For any vector v € R, {V@}ge[[/+1} C R>p and € > 0, we can compute a linear operator
D. such that for the denominator of (18), denoted

D:= [[ B+wl),
Le[L+1]

we have

|D.~D7 | <D0,

and

Tow(D,) = O (va VR - I log(k) log (“L:(B)» .

Proof. We give our linear operator f)6 in the form of an algorithm, which applies a sequence of
linear operators to v in the allotted time. Denote By := B + /I for all £ € [L + 1]. We also define

II, .= H B; ! for all £ € [L + 1], and IT := L.
€[4
We define a sequence of vectors {vy}o<s<r+1 as follows: let vp := v, and for all £ € [L + 1] define

€
3(L + 1)r(B)2+D

Vyp < M’/L-&-Q—Z»Av@*l for A .=

Here we use notation from Lemma 11. In particular, for the given A, we have for all £ € [L + 1],
-1
Hvé _BL+2_KUZ—1H2 = Ava—lHQ' (19)

Our algorithm will simply return vy, 1, which is the application of a linear operator to v within the
claimed runtime via Lemma 11. We now prove correctness. We first prove a bound on the sizes of
this iterate sequence. By the triangle inequality and (19), for each ¢ € [L + 1] we have

[velly < HW_BL+2 oVe— 1H2+HBL+2 (Ve— 1”2 (1+A4) HBL+2 EHQHW—lHT

Applying this bound inductively, we have that

HWHQ 1‘|’A H HBL+2 ZHQ |UOH2 <3 H HBL+2 gHQ ”U0||2- (20)
icle] i€l
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Next, we expand by the triangle inequality that

lvr+1 — 1_IL+1UO||2 < Z [T 41— pve — HL+2—£UK—1||2
Le[L+1]

< > Ml Jve — B Lo pvel,
Le[L+1]

< Y0 Aol ety
Le[L+1]

< Y 3A[Mzally llvolly < AL+ 1) [Tz flvoll,
Le[L+1]

The second inequality used commutativity of all {Bg}ge[L+1] and the definition of Il o 4, the
third used the guarantee (19), the fourth used (20) and that all {By}sc(z 1] have similarly ordered
eigenvalues, and the last is straightforward. Finally, correctness of returning vyy; follows from
D =1I;,; and the bound

k(i) < R(B)T = BA(L+1) [Hraly foolly < €| Tpyavoll,.

To see the first claim, every By clearly has k(By) < x(B), and we used the standard facts that for

commuting A, B € S¢,, k(A) = k(A1) and K(AB) < k(A)r(B). O

At this point, obtaining the desired (17) follows from a direct application of Lemma 12 and the
fact that the numerator and denominator of (18) commute with each other and B.

Lemma 13. For any vector v € R% and € > 0, we can compute a linear operator R, such that

Y

| Bl << [B4]

2

_1
B 2v

and

Tow(Ro) = O (va - V/r - log® (”i(m» .

Proof. Let € + £, and let D and N be the (commuting) numerator and denominator of (18) for
the rational function in Proposition 3 for the approximation factor €. Let u < Nwv, which we can
compute explicitly within the alloted runtime. We then have from Proposition 3 that

-1 _1 _1
HD uw—B %y B to

<¢
2

2

Moreover by Lemma 12 we can compute a vector w within the allotted runtime such that

)<

The vector w follows from applying an explicit linear operator to v as desired. Finally, by combining
the above two displays we have the desired approximation quality as well:

D™t~ w], < ¢ D7, < ¢ (|BHo B v

it
2

‘2

HB_%v—wH < 3¢ B_%U
2

_1
B 2’UH =€
2

,
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3.2.3 Implementing the homotopy method

In this section, we implement the homotopy method outlined in Section 3.2.1 by using the inverse
square root access given by Lemma 13. We require the following helper result.

Lemma 14. Suppose for some € € (0, %), and M,N € S such that k(N) < 8 < i,
N1 <M !'-N1!<eNL

Then,
—9¢N? < M? — N? < 9¢48N2.

Proof. The statement is scale-invariant, so suppose for simplicity that I < N =< SI. Also, by
rearranging the assumed bound, we have —3¢N < M — N < 3eN. Write D = M — N such that

-3¢ <X —3eN < D < 3eN < 3¢S1.

We bound the quadratic form of M? — N? with an arbitrary vector v € RY, such that |[Nv|, = 1.
Since all eigenvalues of D are in [—3¢f3, 3¢f3], this implies

D3 = v T D% < 96282 ||v]|5 < 9¢28% TN?w < 96252
where we use N = I and hence N2 = I. We conclude by the triangle inequality and Cauchy-Schwarz:
v’ (M2 — Nz)v‘ = ‘UT(N2 — (N + D)2)v‘
— [vT(ND + DN + D2)y|
< 2|Dv|, [|Nv||, + |Dolf5 < 68 4 9¢25% < 9¢f3.

We now state our main claim regarding solving (5), (6) with general B.

Theorem 9. Given matrices {M;};cf,) with explicit factorizations (7), such that (5) is feasible
for some k > 1 and we can solve linear systems in linear combinations of {M;};cpy to € relative
accuracy in the sense of (8) in Tﬁf{l . log% time, and B satisfying

B < M(1) <aB, I <B =< §I,

we can return weights w € RY, satisfying (6) with probability > 1 —§ in time

o logIQ(mmﬁnﬁ) a
0 (o (Vg @) )2 P )

Proof. We follow Section 3.2.1, which shows that it suffices to solve the following problem O(log %)
times. We have an instance of (5), (6) for the original value of k, and some matrix B with x(B) <
such that we know w € R%, with B < M(w) < 3xB. We wish to compute w’ with

B < M(w') =< (1+¢)xB. (21)
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To do so, we use Lemma 13, which yields a matrix R such that

€ 1 _1 € _1 6 (KB
By Lemma 14, this implies that
-:B=ZR’-B=B. (22)

Now, if we solve (5), (6) with R™2 in place of B to accuracy 1+ £, since the optimal value of x has
changed by at most a factor of 1 + £, it suffices to compute w’ such that

R™? < M(w') < (1 + 3;) kR72,

since combined with (22) this implies (21) up to rescaling w’. Finally, to compute the above
reweighting it suffices to apply Theorem 8 with M; +— RM;R for all i € [n]. It is clear these
matrices satisfy (7) with the decompositions given by V; <— RV, and we can apply these matrices
in time Ty (R)+Tmy (V). Tt is straightforward to check that throughout the proof of Theorem 8, this
replaces each cost of Ty ({Vi}icm)) With Tv({Viticn)) + Tmv(R), giving the desired runtime. [

4 Graph structured systems

In this section, we provide several applications of Theorem 9, restated for convenience.

Theorem 9. Given matrices {M;}ic[,) with explicit factorizations (7), such that (5) is feasible
for some k > 1 and we can solve linear systems in linear combinations of {M;};cy to € relative
accuracy in the sense of (8) in Tﬁf{l . log% time, and B satisfying

B<M(1)2aB, I<B = jI,

we can return weights w € R, satisfying (6) with probability > 1 —§ in time

1 12/ mndkf

We show how to use Theorem 9 in a relatively straightforward fashion to derive further recovery
and solving results for several types of natural structured matrices. Our first result of the section,
Theorem 10, serves as an example of how a black-box application of Theorem 9 can be used to solve
linear systems in, and spectrally approximate, families of matrices which are well-approximated by a
“simple” matrix dictionary such as graph Laplacians; we call these matrices “perturbed Laplacians.”

Our other two results in this section, Theorems 11 and 12, extend the applicability of Theorem 9
by wrapping it in a recursive preconditioning outer loop. We use this strategy, combined with new
(simple) structural insights on graph-structured families, to give nearly-linear time solvers and
spectral approximations for inverse M-matrices and Laplacian pseudoinverses.

Below, we record several key definitions and preliminaries we will use in this section. We also
state key structural tools we leverage to prove these results, and defer formal proofs to Appendix B.

Preliminaries: graph structured systems. We call a square matrix A a Z-matrix if A;; <0
for all 4 # j. We call a matrix L a Laplacian if it is a symmetric Z-matrix with L1 = 0. We call a
square matrix A € R?? diagonally dominant (DD) if A;; > > j2i Aij for all i € [d] and symmetric
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diagonally dominant (SDD) if it is DD and symmetric. We call M an invertible M-matrix if
M = sI — A where s >0, A € R%d, and p(A) < s where p is the spectral radius.

For an undirected graph G = (V, E') with nonnegative edge weights w € R>0a its Laplacian L
is defined as Y, p webeb, , where for an edge e = (u,v) we let b € RV be 1 in the u coordinate
and —1 in the v coordmate It is well-known that all Laplacian matrices can be written in this way
for some graph, and are SDD [ST04]. Finally, we let Lg, := nI — 117 be the Laplacian of the
unweighted complete graph on n vertices, which is a scalar multiple of the projection matrix of the
image space of all SDD matrices, the subspace of RV orthogonal to 1.

Lemma 15. Let M be an invertible symmetric M-matriz. Let x = M~'1 and define X = diag (z).
Then XMX is a SDD Z-matriz.
Lemma 16. Let A be an invertible SDD Z-matriz. For any o > 0, the matriz B = (A~ + o)1

1s also an invertible SDD Z-matrix.

We also will make extensive use of a standard notion of preconditioned (accelerated) gradient
descent, which we state here (note that we used a special case of the following result as Lemma 10).

Proposition 4 (Theorem 4.4, [JS21]). Suppose for k > 1 and A,B € S¢, sharing a kernel,
A < B < kA, and suppose in time 'TXOI log% we can compute and apply a linear operator A, with

H(.Ae — AT)UH2 < e HATsz for all v € Im(A).
Then, we can compute and apply a linear operator Be in time (T + TmV(B))\/Elogmlog% with

-5, <=

BvaH2 for all v € Im(B).

4.1 Perturbed Laplacian solver

In this section, we prove Theorem 10 through a direct application of Theorem 9.

Theorem 10 (Perturbed Laplacian solver). Let A > 0 € R™ "™ be such that there exists an (un-
known) Laplacian L with A < L < kA, and that L corresponds to a graph with edge weights between
Wmin and Wiax, with ¥max < . For any 6 € (0,1) and € > 0, there is an algorithm recovering a
Laplacian L' with A < L’n< (14 €)kA with probability > 1 — ¢ in time

neU
O<n2-/@2 log’ ( ))
e’

Consequently, there is an algorithm for solving linear systems in A to e-relative accuracy (see (8))
with probability > 1 — §, in time

@) (n2 k2 - logtt < 5U) + n? polyloglog(n) log <1) Vklogk - log <1>)

Proof. First, we note that IT := %L K, 1s the projection matrix onto the orthogonal complement
of 1, and that IT can be applied to any vector in R™ in O(n) time. Next, consider the matrix
dictionary M consisting of the matrices

M, := b.b] for all e = (u,v) € (Z) (23)
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where we follow the notation of Section 2. Because all unweighted graphs have poly(n)-bounded
condition number restricted to the image of IT [Spil9], it is clear that we may set & = 8 = poly(n,U)
in Theorem 9 with B < A. Moreover, feasibility of (6) for this dictionary M and approximation
factor k holds by assumption. The first result then follows directly from Theorem 9, where we
ensure that all vectors we work with are orthogonal to 1 by appropriately applying II, and recall
that we may take ’T/fjl)l =n? - polyloglog(n) as was shown in [JS21].

The second result follows by combining the first result for any sufficiently small constant e,
Proposition 4, and the solver of [JS21] for the resulting Laplacian L’; we note this can be turned
into a high-probability solver by a standard application of Markov at the cost of log % overhead. [J

4.2 M-matrix recovery and inverse M-matrix solver

In this section, we prove Theorem 11. We first provide a proof sketch. Since A = M~ for some
invertible M-matrix M, we can compute z = A1 in O(n?) time and set X = diag (x). Any spectral
approximation N ~ XMX will have X INX~! ~ M spectrally with the same approximation
factor. Moreover, XMX is an SDD Z-matrix by Lemma 15, and hence we can approximate it using
Theorem 8 if we can efficiently apply matrix-vector products through it. The key is to provide
matrix-vector access to a spectral approximation to XMX = (X 'AX~1)~!. Our algorithm does
so by recursively providing spectral approximations to

for a sequence of nonnegative \;, using a homotopy method similar to the one used in Theorem 9.

Theorem 11 (M-matrix recovery and inverse M-matrix solver). Let A be the inverse of an unknown
invertible symmetric M-matriz, let k be an upper bound on its condition number, and let U be the
ratio of the entries of Al. For any 6 € (0,1) and € > 0, there is an algorithm recovering a
(1 + €)-spectral approzimation to A=' in time

o <n2 log™? () log () 10gi>

el

Consequently, there is an algorithm for solving linear systems in A to e-relative accuracy (see (8))
with probability > 1 — 4, in time

(0] <n2 : <log14 (nlst) + log 1)) .

Proof. We begin with the first statement. In this proof, we will define a sequence of matrices

B, = (X 'AX T4+ NI, A = %

By Lemma 16, each B; is an invertible SDD Z-matrix, and hence can be perfectly spectrally approx-
imated by the dictionary consisting of all matrices in (23), and {eiej}ie[n] (1-sparse nonnegative
diagonal matrices). We refer to this joint dictionary by M. By a proof strategy similar to that of
Theorem 9, it is clear we may set A\g and K = O(log %) such that Ay 1 is a constant-factor spectral
approximation to Bg, and B is a (1 + §)-factor spectral approximation to X TAX L.

For each 0 < k < K —1, our algorithm recursively computes an explicit linear operator ]§Z which
is a O(1)-spectral approximation to B;, with By « Ao 'I. Then by applying Proposition 4, the fact
that B; is a constant spectral approximation to B; 1 by a variant of Lemma 10, and the fact that
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we have explicit matrix-vector access to B;_ll, we can efficiently provide matrix-vector access to
Biy1, a 1+ §-spectral approximation to B;;1 in time

0 ((va<1§,~) + TonlA)) - log 1) .

It remains to show how to compute ]§Z and apply it efficiently. To do so, it suffices to set ]§Z to be
a 1 + §-spectral approximation to B;;1 using the dictionary M, which is clearly achievable using

Theorem 9 because B;y1 is a 1 + §-spectral approximation to an SDD Z-matrix, which is perfectly

approximable. Hence, we have va(ﬁi) = n? because we have explicit access to it through our
matrix dictionary. Repeating this strategy K times yields the second conclusion; the bottleneck
step in terms of runtime is the K calls to Theorem 9. Here we note that we have solver access for
linear combinations of the dictionary M by a well-known reduction from SDD solvers to Laplacian
solvers (see e.g., |[KOSZ13]), and we apply the solver of [JS21]. N
Finally, for the second conclusion, it suffices to use Proposition 4 with the preconditioner B g
we computed earlier for constant €, along with our explicit accesses to X, and A. O

4.3 Laplacian recovery and Laplacian pseudoinverse solver

In this section, we prove Theorem 12. Our algorithm for Theorem 12 is very similar to the one
we derived in proving Theorem 11, where for a sequence of nonnegative A;, we provide spectral
approximations to

B, = A;r, where A; := NI+ A, (24)

and throughout this section we use II := %L K, to be the projection onto the image of all Laplacian
matrices. We provide the following helper lemma in the connected graph case, proven in Appendix B;
a straightforward observation reduces to the connected case without loss.

Lemma 17. If Al is a Laplacian of a connected graph, then (A—l—ozLKn)T for any a > 0 is a
Laplacian matriz.

Theorem 12 (Laplacian recovery and Laplacian pseudoinverse solver). Let A be the pseudoinverse
of unknown Laplacian L, and that L corresponds to a graph with edge weights between wmin and
Wmax, with 2= < U. For any 6 € (0,1) and € > 0, there is an algorithm recovering a Laplacian

min

L' with AT X L' < (14 €)AT in time

O( > log™® (57) log (27) logi)
n- - .

el

Consequently, there is an algorithm for solving linear systems in A to e-relative accuracy (see (6))

with probability > 1 — 4§, in time
1
O <n2 . (log14 <nU) + log >> .
) €

Proof. First, we reduce to the connected graph case by noting that the connected components of
the graph corresponding to L yield the same block structure in A = Lf. In particular, whenever
¢ and j lie in different connected components, then A;; will be 0, so we can reduce to multiple
instances of the connected component case by partitioning A appropriately in O(n?) time.
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To handle the connected graph case, we use the strategy of Theorem 11 to recursively approx-
imate a sequence of matrices (24). It suffices to perform this recursion K = O(log %) times,
since (as was argued in proving Theorem 10) the conditioning of A is bounded by poly(n,U). The
remainder of the proof is identical to Theorem 11, again using the solver of [JS21]. O

5 Diagonal scaling

In this section, we provide a collection of results concerning the following two diagonal scaling
problems, which we refer to as “inner scaling” and “outer scaling”. In the inner scaling problem, we
are given a full rank n x d matrix A with n > d, and the goal is to find an n x n nonnegative diagonal
matrix W that minimizes or approximately minimizes x(ATWA). We refer to the optimal value
of this problem by
ki(A):= min Kk (ATWA> .

diagonal W>0
Similarly, in the outer scaling problem, we are given a full rank d x d matrix K, and the goal is to
find a d x d nonnegative diagonal matrix W that (approximately) minimizes H(W%KW%) The
optimal value is denoted

ky(K):= min & (W%KW%) .
diagonal W>0
In Appendix C, we give a simple, new result concerning a classic heuristic for solving the outer scaling
problem. Our main technical contributions are fast algorithms for obtaining diagonal reweightings
admitting constant-factor approximations to the optimal rescaled condition numbers 7 and ;. We
provide the former result in Section 5.1 by a direct application of Theorem 8. A weaker version of the
latter follows immediately from applying Theorem 9, but we obtain a strengthening by exploiting
the structure of the outer scaling problem more carefully in Section 5.2. We state our main scaling

results here for convenience, and defer proofs to respective sections.

Theorem 13. Let € > 0 be a fived constant. There is an algorithm, which given full-rank A € R™"*¢
for n > d computes w € RY, such that K(ATWA) < (1+ €)rF(A) with probability > 1 — § in time

0(%&&A)%HﬂAﬁL@h%7<m?¥w>>'

Theorem 14. Let € > 0 be a fized constant.'? There is an algorithm, which given full-rank K € Sio
computes w € Réo such that /{(W%KW%) < (14 ¢)r}3(K) with probability > 1 — 6 in time

0 (Ton(80) - (508" 10" (45 ) ).

5.1 Inner scaling
We prove Theorem 13 on computing constant-factor optimal inner scalings.
Proof of Theorem 15. We apply Theorem 8 with £ = x7(A) and M; = a;a; for all i € [n], where

rows of A are denoted {a;};c[;. The definition of x7(A) and ATWA = D ieln] wsa;a; (where
W = diag (w)) implies that (5) is feasible for these parameters: namely, there exists w* € R%,

12%We do not focus on the e dependence and instead take it to be constant since, in applications involving solving
linear systems, there is little advantage to obtaining better than a two factor approximation (i.e., setting € = 1).
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such that
I=< Z w;M; < KL

i€[n]
Moreover, factorizations (7) hold with V; = a; and m = 1. Note that Ty ({Vi}icn)) = O(nnz(A))
since this is the cost of multiplication through all rows of A. O

5.2 Outer scaling

In this section, we prove a result on computing constant-factor optimal outer scalings of a matrix
K e Sgo. We first remark that we can obtain a result analogous to Theorem 13, but which scales
quadratically in the x}(K), straightforwardly by applying Theorem 9 with n = d, M; = eie;r for all
i € [d], k = k5(K), and B = 1K. This is because the definition of x} implies there exists w* € R
with T < (W*)féK(W*)fé = kI, where W* = diag (w*) and where this w* is the entrywise
inverse of the optimal outer scaling attaining x%(X). This then implies

since Zie[d] wyM; = W* and hence Theorem 9 applies, obtaining a runtime for the outer scaling
*

problem of roughly Ty (K) - %(K)? (up to logarithmic factors).
We give an alternative approach in this section which obtains a runtime of roughly 7, (K) -

*(K), matching Theorem 13 up to logarithmic factors. Our approach is to define

Ko

A::K%

to be the positive definite square root of K; we use this notation throughout the section, and let
{ai}ie[d] be the rows of A. We cannot explicitly access A, but if we could, directly applying The-
orem 13 suffices because K(W%KW%) = n(W%AQW%) = k(AWA) for any nonnegative diagonal
W € R4 We show that by using a homotopy method similar to the one employed in Section 3.2,
we can implement this strategy with only a polylogarithmic runtime overhead. At a high level,
the improvement from Theorem 9 is because we have explicit access to K = A2. By exploiting
cancellations in polynomial approximations we can improve the cost of iterations of Algorithm 1
from roughly x (where one factor of y/k comes from the cost of rational approximations to square
roots in Section 3.2, and the other comes from the degree of polynomials), to roughly /.

Finally, throughout this section we will assume k(A) < x}(K), which is without loss of generality
by rescaling based on the diagonal (Jacobi preconditioning), as we show in Appendix C. Also, for
notational convenience we will fix a matrix K € S, and denote £* := r}(K).

5.2.1 Preliminaries

We first state a number of preliminary results which will be used in buliding our outer scaling
method. We begin with a polynomial approximation to the square root, proven in Appendix A. It
yields a corollary regarding approximating matrix-vector products with a matrix square root.

Fact 4 (Polynomial approximation of v/*). Let M € S, have uI < M < xul where p is known.
Then for any ¢ € (0,1), there is an explicit polynomial p of degree O(y/klog %) with

(1—6)Mz < p(M) = (1 + 6)Mz.
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Corollary 3. For any vector b € R, §,¢ € (0,1), and M € S‘io with k(M) < K, with probability
>1— 0 we can compute u € R? such that

Hu—M%b

= el in time 0 (T ) (it S 105 ) ).
€

Proof. First, we compute a 2-approximation to u in Fact 4 within the runtime budget using the
power method (Fact 3), since x is given. This will only affect parameters in the remainder of the
proof by constant factors. If u = Pb for commuting P and M, our requirement is equivalent to

2 1)2 2
—2M < (P—M2> < M.
Since square roots are operator monotone (by the Lowner-Heinz inequality), this is true iff
1 1 1
—eMz2 <P —-M:2 <Mz,
and such a P which is applicable within the runtime budget is given by Fact 4. O

We next demlonstrate two applications of Corollary 3 in estimating applications of products
involving A = K2, where we can only explicitly access K. We will use the following standard fact
about operator norms, whose proof is deferred to Appendix A.

Lemma 18. Let B € R4 and let A € S%,. Then min (||AB|,, |[BAJ,) > ﬁ B[, [|All5-

First, we discuss the application of a bounded-degree polynomial in AWA to a uniformly random
unit vector, where W is an explicit nonnegative diagonal matrix.

Lemma 19. Let u € R? be a uniformly random unit vector, let K € Sio such that A := K2 and
k(K) < K, and let P be a degree-A polynomial in AWA for an explicit diagonal W € Scéo. For
§,€ € (0,1), with probability > 1 — & we can compute w € R? so ||w — Pul|, < €||Pul, in time

0 <TmV(K) - (A + Vilog i’j)) .

Proof. We can write P = ANA for some matrix N which is a degree-O(A) polynomial in K and W,
which we have explicit access to. Standard concentration bounds show that with probability at least
1—46, for some N = poly(d, 1), |Pull, > + [|P||5. Condition on this event for the remainder of the
proof, such that it suffices to obtain additive accuracy + ||P||,. By two applications of Lemma 18,
we have

1
|ANA[, > — A3 N, (25)

Our algorithm is as follows: for € < s3-, compute v such that ||v — Aull, < €'[|Aly |lull, using

Corollary 3, explicitly apply N, and then compute w such that ||w — ANwv||, <€ [|A], |[[Nv||y; the
runtime of this algorithm clearly fits in the runtime budget. The desired approximation is via

|lw— ANAu||, < ||lw — ANv|, + [[ANv — ANAu|,
< ¢ [[Ally [Ny [lvfl + [[ANv — ANAw|,
< 2¢ | A3 N[y + Al NIy o — Aull,
< 2¢ | A3 N[y + € [|A[3 1N,
€
< 3¢ | ANAJ,, = < [P]].
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The third inequality used ||v||y, < [[Au|ly + € ||All5 [[ully < (1 +¢€) [|All, < 2(|A],. O

We give a similar guarantee for random bilinear forms through A involving an explicit vector.

Lemma 20. Let u € R? be a uniformly random unit vector, let K € Sio such that A := K2 and
k(K) < Kk, and let v € R?. For §,¢e € (0,1), with probability > 1 — § we can compute w € R? so
(w,v) is an e-multiplicative approzimation to u' Av in time

0 (va(K) Jrlog C;’Z) .

Proof. As in Lemma 19, for some N = poly(d, ') it suffices to give a & ||Av||,-additive approxi-

mation. For € < 5=, we apply Corollary 3 to obtain w such that ||w — Aull, < € ||Aul|,, which

fits within the runtime budget. Correctness follows from

€
[(Au—w,0)| < [[Au—wly o], < €Al o]l < €VrAv], < 5 |Av], -

5.2.2 Implementing Algorithm 1 implicitly

In this section, we bound the complexity of Algorithm 1 in the following setting. Throughout this
section denote M; = a;a; for all i € [d], where A € S¢, has rows {ai}ieq, and A? = K. We
assume that

H(K) < Kscale = 3K”,

and we wish to compute a reweighting w € Rio such that

K Z wiaa; | =k (W%KW%) < (1+¢)rK",
i€[d]

assuming there exists a reweighting w* € Rio such that above problem is feasible with conditioning
#x*. In other words, we assume we start with a matrix whose conditioning is within a 3-factor of the
optimum after rescaling, and wish to obtain a 1+ e-approximation to the optimum. We show in the
next section how to use a homotopy method to reduce the outer scaling problem to this setting.

Our strategy is to apply the method of Theorem 13. To deal with the fact that we cannot
explictly access the matrix A, we give a custom analysis of the costs of Lines 6, 7, and 13 under
implicit access in this section, and prove a variant of Theorem 13 for this specific setting.

Estimating the smallest eigenvalue implicitly. We begin by discussing implicit implementa-
tion of Line 13. Our strategy combines the approach of Lemma 6 (applying the power method to
the negative exponential), with Lemma 19 since to handle products through random vectors.

Lemma 21. Given § € (0,1), constant e > 0, K € Sﬁo such that A := K3 and K(K) < Kscale, and

diagonal W € S‘éo such that M := AWA =< O(Kgcale log d)I, we can compute a O(logd)-additive
approximation to Amin(M) with probability > 1 — § in time

(@) <va(K) * v/ Kscale * 10g2 d’%z&ale> .

Proof. The proof of Lemma 6 implies it suffices to compute a 0.2-multiplicative approximation to
the largest eigenvalue of P, a degree-A = O(y/Kscale log d) polynomial in M. Moreover, letting
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A" = O(log 6) be the degree given by Fact 3 with ¢ <— , the statement of the algorithm in Fact 3
shows it suffices to compute for a uniformly random umt vector u,

HPAUH2 and HPA'HUH2 to multiplicative accuracy 31—0

We demonstrate how to compute HPAUH2 to this multiplicative accuracy with probability at least
1-— %; the computation of HPA+1UH2 is identical, and the failure probability follows from a union

bound over these three random events. Since P2 is a degree-O(AA’) = O(,/Fscale log dlog %)
polynomial in AWA, the conclusion follows from Lemma 19. O

Estimating inner products with a negative exponential implicitly. We next discuss im-
plicit implementation of Line 6. In particular, we give variants of Lemmas 2 and 3 which are tolerant
to implicit approximate access of matrix-vector products.

Lemma 22. Given 6 € (0,1), constant ¢ > 0, K € S such that A = K2 and K(K) < Kscale,
and diagonal W € S‘éo such that M := AWA < O(Kscale log d)I and Apmin(M) = O(logd), we can
compute an e-multiplicative approzimation to Trexp(—M) with probability > 1 — 0 in time

O <TmV(K> * 4/ Rscale * 10g2 dﬂi;ale> .

Proof. The proof of Lemma 2 shows it suffices to compute k = O(log%) times, an §exp(—R)-
additive approximation to u'Pu where R = O(logd), for uniformly random unit u and P, a
degree-A = O(y/Fscale log d)-polynomial in M with ||P||, < [lexp(—M)||,+% exp(—R) < 5 exp(—R).

Applying Lemma 19 with € <~ § to compute w, an approximation to Pu, the approximation follows:
[(w, u) = (Pu,u)| < [Jw —Pull, < HPH2 *exp( R).

The runtime follows from the cost of applying Lemma 19 to all £ random unit vectors. O

Lemma 23. Given § € (0,1), constant ¢ > 0, K € S‘io such that A = K2 and K(K) < Kscale,
and diagonal W € S¢ Co such that M := AWA = O(Kscalelog d)I, we can compute (e, O(— — dled))-

approximations to all
{<al iy oxp(= M)>}ie[d}’

with probability > 1 — § in time
2 dﬁscale
(@] va(K) * v/ Rscale * log T .

Proof. The proof of Lemma 3 implies it sufﬁces to compute £ = O(log f;l) times, for each i € [d],
the quantity (u, Pa;) to multiplicative error §, for uniformly random unit vector v and P, a degree-
A = O(y/Fscale l0g(Kscaled) )-polynomial in M Next, note that since a; = Ae; and P = ANA for
N an explicit degree-O(A) polynomial in K and W, we have (u, Pa;) = u' A (NKe;). We can
approximate this by some (w, NKe;) via Lemma 20 to the desired accuracy. The runtime comes
from applying Lemma 20 k times, multiplying each of the resulting vectors w by KN and stacking
them to form a k x d matrix Q, and then computing all ||Qe;]|2 for i € [d]. O
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Implementing a packing oracle implicitly. Finally, we discuss implementation of Line 7 of Al-
gorithm 1. The requirement of Line 7 is a multiplicative approximation (and a witnessing reweight-
ing) to the optimization problem

max UT’UJ.
Eie[d] wiM; =1
weRéO

Here, v is explicitly given by an implementation of Line 6 of the algorithm, but we do not have
{M, }icjq explicitly. To implement this step implicitly, we recall the approximation requirements
of the solver of Proposition 1, as stated in [JLT20|. We remark that the approximation tolerance
is stated for the decision problem tester of [JLT20] (Proposition 5); once the tester is implicitly
implemented, the same reduction as described in Appendix A yields an analog to Proposition 1.

Corollary 4 (Approximation tolerance of Proposition 1, Theorem 5, [J LT2OQ. Let € > 0 be a fized
constant. The runtime of Proposition 1 is due to T = O(log(%) log d - loglog Og%f) iterations, each

of which requires O(1) vector operations and O(e)-multiplicative approximations to

Tr (MP) {<Ai, Mp_1>}z‘e[d] for M := Z w;M; for an explicitly given w € R%O, (26)
i€[d]

where p = O(logd) € N is odd, and ST < M < RI, for R = O(logd) and S = poly(-L, K iep) M;))~ ).

We remark that the lower bound S comes from the fact that the initial matrix of the [JLT20]
solver is a bounded scaling of Zie[n] M;, and the iterate matrices are monotone in Loewner order.
We now demonstrate how to use Lemmas 19 and 20 to approximate all quantities in (26). Through-
out the following discussion, we specialize to the case where each M; = a;a;, so M in (26) will

always have the form M = AWA for diagonal W € Sgo, and S = poly((drscate) 1)

Lemma 24. Given § € (0,1), constant e > 0, K € Sio such that A := K3 and k(K) < Kscale, and
diagonal W € S‘éo such that ST < M := AWA =< O(log d)I where S = poly((dkscalc) 1), we can
compute an e-multiplicative approzimation to Tr(MP) for integer p in time

dKgscale d
@) (va(K) : <p+ vV Kscale 10g K(S ! ) . log 5) .

Proof. As in Lemma 22 it suffices to compute k£ = O(log %) times, an £ SP-additive approximation

to u MPu, for uniformly random unit vector v and N = poly(d,6~!). By applying Lemma 19 with

P . . . .
accuracy € < ]f,%p to obtain w, an approximation to MPu, we have the desired

o M) = )| < [MPu = w], < € [MPull, < €R? < 7.

The runtime follows from k applications of Lemma 19 to the specified accuracy level. O

Lemma 25. Given § € (0,1), constant € > 0, K € S‘io such that A = K3 and K(K) < Kscale,
and diagonal W € S‘éo such that M := AWA =< O(logd)I, we can compute an e-multiplicative
approximation to all

{<aia;~r, MP—1>}ie[d] where {a;}ic(q are rows of A,
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where p is an odd integer, with probability > 1 — § in time

dr d
@ <va(K) ’ <p + V/Kscale log i;ale> -log 5> :
Proof. First, observe that for all ¢ € [d] it is the case that
(aial M) = (Ae)) M (M) > 7T A K2

Letting r = 3(p — 1) and following Lemma 23 and the above calculation, it suffices to show how to
compute k = O(log g) times, for each i € [d], the quantity (u,M"a;) to multiplicative error §, for
uniformly random unit vector u and N = poly(d,d~!). As in Lemma 23, each such inner product
is u" A(NKe;) for N an explicit degree-O(p) polynomial in K and W. The runtime follows from
applying Lemma 20 k times and following the runtime analysis of Lemma 23. O

Putting it all together. Finally, we state our main result of this section, regarding rescaling
well-conditioned matrices, by combining the pieces we have developed.

Corollary 5. Given 6§ € (0,1), constant € > 0, K € S¢ such that k(K) <
k5(K) = k*, we can compute diagonal W € SL o such that K(WQKWQ) < (1+e€

0 (vaaq (K1) 10g” <dg”>) .

>1—94 i tzme

Proof. The proof is essentially identical to the proof of Theorem 13 by way of Theorem 8. In
particular, we parameterize Theorem 8 with M; = ala where A = K3 is the positive definite
square root of K with rows {a;};c[q. Then, running Algorithm 1 with an incremental search for the

3k*, and such that
)K* with probability

optimal k* yields an overhead of 5(/@'* log(drk*)). The cost of each iteration of Algorithm 1 follows
by combining Lemmas 21, 22, 23, 24, 25, and Corollary 4. O

5.2.3 Homotopy method

In this section, we use Corollary 5, in conjunction with a homotopy method similar to that of
Section 3.2, to obtain our overall algorithm for outer scaling. We state here three simple helper
lemmas which follow almost identically from corresponding helper lemmas in Section 3.2; we include
proofs of these statements in Appendix A for completeness.

Lemma 26. For any matrit K € S¢¢ and A > 0, x5(K + AI) < x5(K).

Lemma 27. Let K € SI. Then, for A > 2 A\nax(K), 5(K+AI) < 14€. Moreover, given a diagonal
W e s¢ o such that H(WQ(K—F)\I)W%) < Kseale for 0 < A < %, H(W%KW%) < (14 €)Kscale-

Lemma 28. Let K € SH), and let W € S‘éo be diagonal. Then for any X > 0,

1 1 1 A 1
K (W2 (K+)\I)W2> <2 <W2 <K+2I> W2> .
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Theorem 14. Let € > 0 be a fived constant."® There is an algorithm, which given full-rank K € Sgo
computes w € R‘éo such that E(W%KW%) < (14 ¢)r}3(K) with probability > 1 — 6 in time

0 (frm(K) - (R5(K)) - log® (C‘f‘))) |

Proof. We will assume we know the correct value of £%(K) up to a 1+ O(e) factor throughout this
proof for simplicity, and call this estimate x*. This will add an overall multiplicative overhead of
O(1) by using an incremental search as in Theorem 8. We will also assume that x(K) = O((k*)?)
by first applying the Jacobi preconditioner; see Appendix C for a proof.

Our algorithm follows the framework of Section 3.2 and runs in phases indexed by k for 0 < k <
K for some K, each computing a scaling of K + A\;I with condition number (1 4 €)x*; note that a
scaling with condition number x* is always feasible for any Ay > 0 by Lemma 26. We will define
Ao = %V where V' is a constant-factor overestimate of Apax(K), which can be obtained by Fact 3
without dominating the runtime. We will then set

Lemma 27 shows that we have a trivial scaling attaing condition number (1 + €)x* for K + oI,
and that if we can compute rescalings for all Ay where 1 < k < K, then the last rescaling is also a
(1 + €)x*-conditioned rescaling for K up to adjusting € by a constant.

Finally, we show how to implement each phase of the algorithm, given access to the reweighting
from the previous phas?. Note that Len}ma 28 shows that the reweighting W computed in phase
k yields a rescaling W2 (K + A\gy1I)W?2 which is 3x*-conditioned. By running the algorithm of
Corollary 5 on K + W2 (K+ )\k_HI)W%, we compute the desired reweighting for phase k+ 1. The
final runtime loses one logarithmic factor over Corollary 5 due to running for K phases. O

6 Statistical applications of diagonal scaling

In this section, we give a number of applications of our rescaling methods to problems in statistical
settings (i.e., linear system solving or statistical regression) where reducing conditioning measures
are effective. We begin by discussing connections between diagonal preconditioning and a semi-
random noise model for linear systems in Section 6.1. We then apply rescaling methods to reduce
risk bounds for statistical models of linear regression in Section 6.2.

6.1 Semi-random linear systems

Consider the following semi-random noise model for solving an overdetermined, consistent linear
system Axtrye = b where A € R4 for n > d.

Definition 1 (Semi-random linear systems). In the semi-random noise model for linear systems, a
matriz A, € R™*? with K(A;—Ag) = Kg, m > d 1s “planted” as a subset of rows of a larger matriz
A € R™ 4 We observe the vector b = AZirue for some xirue € R? we wish to recover.

We remark that we call the model in Definition 1 “semi-random” because of the following mo-
tivating example: the rows A, are feature vectors drawn from some “nice” (e.g., well-conditioned)
distribution, and the dataset is contaminated by an adversary supplying additional data (a priori
indistinguishable from the “nice” data), aiming to hinder conditioning of the resulting system.

13We do not focus on the ¢ dependence and instead take it to be constant since, in applications involving solving
linear systems, there is little advantage to obtaining better than a two factor approximation (i.e., setting e = 1).
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Interestingly, Definition 1 demonstrates in some sense a shortcoming of existing linear system
solvers: their brittleness to additional, consistent information. In particular, x(ATA) can be ar-
bitrarily larger than x,. However, if we were given the indices of the subset of rows A4, we could
instead solve the linear system b, = A ¥y With iteration count dependent on the condition num-
ber of A4. Counterintuitively, by giving additional rows, the adversary can arbitrarily increase the
condition number of the linear system, hindering the runtime of conditioning-dependent solvers.

=

The inner rescaling algorithms we develop in Section 5 are well-suited for robustifying linear
system solvers to the type of adversary in Definition 1. In particular, note that

R (A) <k (ATW,A) =k (A]A,) =y,

where W, is the diagonal matrix which is the 0-1 indicator of rows of A . Our solvers for reweight-
ings approximating ; can thus be seen as trading off the sparsity of A, for the potential of “mixing
rows” to attain a runtime dependence on k}(A) < k4. In particular, our resulting runtimes scale
with nnz(A) instead of nnz(A,), but also depend on x}(A) rather than x,.

We remark that the other solvers we develop are also useful in robustifying against variations on
the adversary in Definition 1. For instance, the adversary could instead aim to increase 7(ATA),
or give additional irrelevant features (i.e., columns of A) such that only some subset of coordinates
x4 are important to recover. For brevity, we focus on the model in Definition 1 in this work.

6.2 Statistical linear regression

The second application we give is in solving noisy variants of the linear system setting of Definition 1.
In particular, we consider statistical regression problems with various generative models.

Definition 2 (Statistical linear regression). Given full rank A € R™*?% and b € R? produced via
b= AZtrye +§, E~N(0,X), (27)

where we wish to recover unknown Tirue € Rd, return x so that (where expectations are taken over
the randomness of £) the risk (mean-squared error) E[||x — Zipuel|3] is small.

In this section, we define a variety of generative models (i.e., specifying a covariance matrix ¥ of
the noise) for the problem in Definition 2. For each of the generative models, applying our rescaling
procedures will yield computational gains, improved risk bounds, or both. We give statistical and
computational results for statistical linear regression in both the homoskedastic and heteroskedastic
settings. In particular, when ¥ = oI (i.e., the noise for every data point has the same variance),
this is the well-studied homoskedastic setting pervasive in stastical modeling. When 3 varies with
the data A, the model is called heteroskedastic (cf. [Gre90]).

In most cases, we do not directly give guarantees on exact mean squared errors via our prepro-
cessing, but rather certify (possibly loose) upper bound surrogates. We leave direct certification of
conditioning and risk simultaneously without a surrogate bound as an interesting future direction.

6.2.1 Heteroskedastic statistical guarantees

We specify two types of heteroskedastic generative models (i.e., defining the covariance ¥ in (27)),
and analyze the effect of rescaling a regression data matrix on reducing risk.

Noisy features. Consider the setting where the covariance in (27) has the form ¥ = AX'AT,
for matrix ' € S¢,. Under this assumption, we can rewrite (27) as b = A(Tyye + &), where
¢ ~ N(0,%'). Intuitively, this corresponds to exact measurements through A, under noisy features
Tirue + &'. As in this case b € Im(A) always, regression is equivalent to linear system solving, and

thus directly solving any reweighted linear system WiAz* = Wab will yield 2% = Ty + &'
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We thus directly obtain improved computational guarantees by computing a reweighting W3
with k(ATWA) = O(k}(A)). Moreover, we note that the risk (Definition 2) of the linear system

(2
solution z* is independent of the reweighting:

[l — wmnls] = E €3] =10 (=),

Hence, computational gains from reweighting the system are without statistical loss in the risk.

Row norm noise. Consider the setting where the covariance in (27) has the form

> = o2diag <{||al-||§}i€[m> . (28)

Intuitively, this corresponds to the setting where noise is independent across examples and the size
of the noise scales linearly with the squared row norm. We first recall a standard characterization
of the regression minimizer.

Fact 5 (Regression minimizer). Let the regression problem ||Ax — b||§ have minimizer x*, and
suppose that AT A is invertible. Then,

o = (ATA) AT

Using Fact 5, we directly prove the following upper bound surrogate holds on the risk under the
model (27), (28) for the solution to any reweighted regression problem.

Lemma 29. Under the generative model (27), (28), letting W € S be a diagonal matriz and

2
x}, = argmin, {HWé (Azx — b)HQ} ,
we have
, Tr (ATWA)

E et — ol < 05— Ay

Proof. By applying Fact 5, we have that
—1 —1
z5 = (ATWA)  ATW (Azie +€) =z + (ATWA) ATWE,

Thus, we have the sequence of derivations

E [||:c; - xtmeHiTWA} =E [H (ATWA)’l ATWe

2

ATWA]

. [<W;§§TW§7WQA <ATWA>_1 ATW§>]

— o2 <diag ({wZ HazHg}) ,W%A (ATWA)_1 ATW5>

< o®Tr (ATWA) .

(29)

The last inequality used the ¢1-f-, matrix Holder inequality and that W3iA (ATWA)f1 ATWS is
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a projection matrix, so HW%A (ATVVA)_1 ATW:2 loo = 1. Lower bounding the squared ATWA
norm by a )\min(ATWA) multiple of the squared Euclidean norm yields the conclusion. O

We remark that the analysis in Lemma 29 of the surrogate upper bound we provide was loose
in two places: the application of Holder and the norm conversion. Lemma 29 shows that the risk
under the generative model (28) can be upper bounded by a quantity proportional to 7(ATWA),
the average conditioning of the reweighted matrix.

Directly applying Lemma 29, our risk bounds improve with the conditioning of the reweighted
system. Hence, our scaling procedures improve both the computational and statistical guarantees
of regression under this generative model, albeit only helping the latter through an upper bound.

6.2.2 Homoskedastic statistical guarantees

In this section, we work under the homoskedastic generative model assumption. In particular,
throughout the covariance matrix in (27) will be a multiple of the identity:

> =L (30)
We begin by providing a risk upper bound under the model (27), (30).

Lemma 30. Under the generative model (27), (30), let 2* := argmin, {| Az — b||3}. Then,

2
* 2 * 2 o-d
E [Hx - wtrueHATA} =o0%d = E [Hx — wtrue||2:| < Am(ATA) (31)
Proof. Using Fact 5, we compute
-1
¥ — True = (ATA> ATb — Ttrue
-1 -1
= (ATA) AT (Axtrue + 5) — Ttrue = (ATA> ATf
Therefore via directly expanding, and using linearity of expectation,
. 2
E|||z* - xtruenjm} —E HA (ATA) ATe
2
-1 -1
. [<ggT, A (ATA) ATH — o2 (A (ATA) AT> — o2d.
The final implication follows from Apin(ATA) |2 = Zoruell3 < [|2* — Zirue|| AT A- O

Lemma 30 shows that in regards to our upper bound (which is loose in the norm conversion
at the end), the notion of adversarial semi-random noise is at odds in the computational and
statistical senses. Namely, given additional rows of the matrix A, the bound (31) can only improve,
since Apin is monotonically increasing as rows are added. To address this, we give guarantees
about recovering reweightings which match the best possible upper bound anywhere along the
“computational-statistical tradeoff curve.” We begin by providing a weighted analog of Lemma 30.

Lemma 31. Under the generative model (27), (30), letting W € SL be a diagonal matriz and

2
x, = argmin,, {HWé (Ax — b)H2} ,
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we have ool
2 2 Wil oo
8l et < - ®

Proof. By following the derivations (29) (and recalling the definition of z7),

E {sz} _ xtrue\liTWA} =E [<§§T7WA (ATWA>_1 ATW>}

. (33)
= 02T (WA (ATwa) ATW> .
Furthermore, by W =< [Jw]|| I we have ATW2A < ||w||,  ATWA. Thus,
T 1T Txx72 T -1
Tr <WA (A WA) A W) - <A W2A, (A WA) > < Jlwll, Te(T) = d ||w]), -
Using this bound in (33) and converting to Euclidean norm risk yields the conclusion. O]

Lemma 31 gives a quantitative version of a computational-statistical tradeoff curve. Specifically,
we give guarantees which target the best possible condition number of a 0-1 reweighting, subject to
a given level of /\min(ATWA). In the following discussion we assume there exists A, C A, a subset
of rows, satisfying (for known x4, v4, and sufficiently small constant € € (0,1))

1

Moo (A Ay = o

Kg S K (A;Ag> < (14 €)kyg,

Our key observation is that we can use existence of a row subset satisfying (34), combined with a
slight modification of Algorithm 1, to find a reweighting w such that

K (ATWA) =0 (k) Am”&'%vM = O(v,). (35)

Lemma 32. Consider running Algorithm 1, with the modification that in Line 7, we set

€ .. . . .
Ty < an To—multzphcatzve approzimation of argmaxzie[n] wiA<I (Kug, w)
z€RY
- 36
h i A A O .
where for all i € [n], A; := 0., diag (,%ei) .

Then, if (34) is satisfied for some A € R™*?% and row subset A, C A, Algorithm 1 run on Kk < kg
and {A; = aiag—}l-e[n] where {a;}icpn) are rows of A will produce w satisfying (35).

Proof. We note that each matrix A, is the same as the corresponding A;, with a single nonzero
coordinate along the diagonal bottom-right block. The proof is almost identical to the proof of
Lemma 1, so we highlight the main differences here. The main property that Lemma 1 used was
that Line 9 did not pass, which lets us conclude (15). Hence, by the approximation guarantee on

39



each xy, it suffices to show that for any Y; € S‘éo with Tr(Y:) = 1, (analogously to (14)),

max_ Ky <Yt, > wiAi> >1—0(e). (37)
i) wii=T i€[n]
xERgo

However, by taking w to be the 0-1 indicator of the rows of A, scaled down by )\maX(A;Ag), we
have by the promise (34) that
~ 1 1 K 1
WiAj = ————— ST = ——— ATA, <I 2. <1, 38
Z T Amax(AJAg) T Amax(AJAG) 977 =7 vy Anax(Aj Ay) (38)

i€[n)
Now, it suffices to observe that (38) implies our indicator w is feasible for (37), so
Amin (A] A
max_ kg ( Yy, Z w;A; ) > M ‘g > 1—=0(e).
Zie[n] w; A; <1 Ama‘x (A Ag)

xeRgO

<

1€[n]

The remainder of the proof is identical to Lemma 1, where we note the output w satisfies

E w“&l j I, E U}ZAz t 71 — O(e)I,
; ; Rg
1€[n] i€[n]

which upon rearrangement and adjusting e by a constant yields (35). O

By running the modification of Algorithm 1 described for a given level of v, it is straightforward
to perform an incremental search on x4 to find a value satisfying the bound (35) as described in
Theorem 13. It is simple to verify that the modification in (36) is not the dominant runtime in any
of Theorems 13 or 14 since the added constraint is diagonal and A, is separable. Hence, for every
“level” of v, in (34) yielding an appropriate risk bound (32), we can match this risk bound up to a
constant factor while obtaining computational speedups scaling with r,.
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A Deferred proofs from Sections 3 and 5

A.1 Proof of Proposition 1

We give a proof of Proposition 1 in this section. First, we recall an algorithm for the testing variant
of a pure packing SDP problem given in [JLT20].

Proposition 5 (Theorem 5, [JLT20]). There is an algorithm, Atest, which given matrices {M; }ic[y)
and a parameter C, is an e-approximate tester for the decision problem

does there exist w € A" such that Z w;M; < CT? (39)

i€[n]
The algorithm Atest succeeds with probability > 1 — § and runs in time

0 <va ({Mi}ie[n}) ' logQ(nd(5:2—1)10g2 d> ‘

Proof of Proposition 1. As an immediate result of Proposition 5, we can solve (11) to multiplicative
accuracy € using a binary search. This reduction is derived as Lemma A.1 of [JLL 20|, but we give
a brief summary here. We subdivide the range [OPT_, OPT,] into K buckets of multiplicative
range 1+ £, i.e., with endpoints OPT_ - (1 + %)k for 0 < k < K and

B 1 OPT,
K=0 <6‘log <OPT_>> .

We then binary search over 0 < k < K to determine the value of OPT(v) to e-multiplicative
accuracy, returning the largest endpoint for which the decision variant in Proposition 5 returns
feasible (with accuracy §). By the guarantees of Proposition 5, the feasible point returned by
Proposition 5 for this endpoint will attain an e-multiplicative approximation to the optimization
variant (11), and the runtime is that of Proposition 5 with an overhead of O(log K). O

A.2 Polynomial approximation to the square root
We give a proof of Fact 4.

Fact 4 (Polynomial approximation of /-). Let M € S‘io have uI <= M =< kul where p is known.
Then for any ¢ € (0,1), there is an explicit polynomial p of degree O(y/klog %) with

(1—6)Mz < p(M) = (1 + 6)Mz.

Proof. We will instead prove the following fact: for any e € (0,1), there is an explicit degree-
(@) (\/Elog f) polynomial p satisfying

max |p(z) — V| <e.

:EE[%,I]
The conclusion for arbitrary scalars with multiplicative range [u, £u| will then follow from setting
€= 0K2 (giving a multiplicative error guarantee), and the fact that rescaling the range [%, 1] will
preserve this multiplicative guarantee (adjusting the coefficients of the polynomial as necessary,

since p is known). Finally, the conclusion for matrices follows since p(M) and M2 commute.
Denote v = % for convenience. We first shift and scale the function y/z to adjust the region of

approximation from [y, 1] to [—1,1]. In particular, let h(xz) = \/1_7736 + VTH If we can find some
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degree-A polynomial g(z) with |g(z) — h(x)| < € for all x € [—1,1], then

p@)=g< - x—-1+7>

I—»v I—»v

provides the required approximation to \/x.

To construct g, we take the Chebyshev interpolant of h(x) on the interval [—1,1]. Since h is
analytic on [—1,1], we can apply standard results on the approximation of analytic functions by
polynomials, and specifically Chebyshev interpolants. Specifically, by Theorem 8.2 in [Trel2], if
h(z) is analytic in an open Bernstein ellipse with parameter p in the complex plane, then:

4M N
)

_ <
xgﬁﬂ@@) M@I_p_l

where M is the maximum of |h(z)| for z in the ellipse. It can be checked that h(z) is analytic on

an open Bernstein ellipse with parameter p = iﬁ — i.e., with major axis length p+ p~! = 2%.
We can then check that M = /T~y <+v2and p—1> 2,/7. Since for all v < 1,
1——¢W>1m”<:1
14+~ ~ e’
we conclude that ;L—ﬁ/[lp_A < ¢ as long as A > % log <\/€27>, which completes the proof. O

A.3 Deferred proofs from Section 5.2
I@mmaH&LdBERWdMMkiAES&TTMnmmWABMﬂBAM)>H%ﬂBMHAM.

Proof. We begin with the first entry in the above minimum. Let v be the unit vector with ||Buv||, =
|B||., and note ||ABuv||, > 4= ||A|l, [|Bvl, by definition of x(A). Hence,

Kk(A)
1 1
IAB|,, > [[ABv]l; > (A Al [Bully = (A Ao Bl -
We move onto the second entry. Let v be a vector such that ||Av|, and |BAv||, = ||B||.; note
that [jv]|, < H’Kﬁ) . The conclusion follows from rearranging the following display:
r(A) [BA]|
a2 IBAlkllvlly 2 [BAv]l, = [Bll -
1Al
O

Lemma 26. For any matrit K € S¢g and A > 0, x5(K + AI) < x5(K).

Proof. By scaling K by A appropriately (since 7 is invariant under scalar multiplication), it suffices
to take A = 1. The definition of x} implies there exists a diagonal matrix W such that

I<WiKW? < 5(K)I <= W ! <K < (KW (40)
Thus, to demonstrate x5(K + I) < %(K) it suffices to exhibit a diagonal W such that

W< K+1I=rs5(KW.

o1



We choose W = W1+ T; then, the above display follows from (40) and T < T = % (K)I. O

Lemma 27. Let K € S%. Then, for A > L A\nax(K), 5(K+AI) < 14€. Moreover, given a diagonal

W ¢ S‘éo such that K(W%(K+)\I)W%) < Kecale for 0 < A < d’ﬁ‘jg{), H(W%KW%) < (14 €)Kscale-

Proof. To see the first claim, the largest eigenvalue of K + AI is at most A + Apax(K) and the
smallest is at least A, so the condition number is at most 1 + € as desired.
To see the second claim, it follows from the fact that outer rescalings preserve Loewner order,
and then combining
) )

%% A\%Y%
we (KHI)W%)

=
[N

K <K+ = A (W%KW%) < Amax ( (K + AI)

—

K~

1 1
. 35 35 > .
1+6(K—|—)\I) — )\mm<Vi‘2Km’2 = )\mm(

Lemma 28. Let K € Sio, and let W € Sgo be diagonal. Then for any A > 0,
1 1 1 A 1
p (WK +A)WE) <2 <W2 <K+ 21) W2> .

Proof. First, because outer rescalings preserve Loewner order, it is immediate that

[NIES

A 1 A 1 1
K+ ST K+AL = A <W2 <K—|—2> W21> < Amax (W2 (K + \D)W

).

Moreover, the same argument shows that

(SIS
[SIES

1K+515K+%I — Amm<w§ <K+/\I>W

1 .
> —Apin (W2 W
K+ 3 : >_2/\mm< 3 (K 4+ 1)

).

Combining the above two displays yields the conclusion. O

B M-matrix and SDD matrix facts

Before proving Lemmas 15 and 16, we prove the following fact about the density of the inverses of
irreducible invertible symmetric M-matrices. Recall that a matrix M € R™*" is irreducible if there
does not exist a subset S C [n] with S ¢ {0, [n]} such that M;; =0 for all i € S and j ¢ S.

Lemma 33 (Density of inverses of irreducible symmetric M-matrices). If M € R™"™ is an irre-
ducible invertible symmetric M-matriz then [M~;; > 0 for all i, j € [n].

Proof. Recall that M is an invertible M-matrix if and only if M = sI — A where s > 0, A € RZ{"
and p(A) < s. In this case -

1 1.\ 1T/,
M1 ==-](1-=A = - ~A
v, = () ] IR ()],
ij k=0 ij
Consider the undirected graph G which has A as its adjacency matrix, i.e., A;; is the weight of an
edge from ¢ to j whenever A;; # 0. Now [Ak}ij > 0 if and only if there is a path of length k from
1 to j in G. However, by the assumption that M is irreducible we have that G is connected and

therefore there is a path between any two vertices in the graph and the result follows. O
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Lemma 15. Let M be an invertible symmetric M-matriz. Let x = M~'1 and define X = diag (z).
Then XMX is a SDD Z-matriz.

Proof. XMX is trivially symmetric and therefore it suffices to show that (1) ¢] XMXe; < 0 for all
i # j and (2) XMX1 > 0 entrywise.

For (1) note for all i € [n], X;; = ¢/ M™'1 > 0 as M~! is nonnegative by Lemma 33 and
Xe; = Xje; as X is diagonal. Using these two equalities for all i # j we obtain e;r XMXe; =
(XiiX5) - e;—Mej < 0 as M;; <0 by definition of M-matrices.

For (2) note X1 = M1 and XMX1 = XMM 11 = X1 = M~'1 > 0 where again, in the
last inequality we used M~! is entrywise nonnegative by Lemma 33. O

Lemma 16. Let A be an invertible SDD Z-matriz. For any o > 0, the matric B = (A~! 4+ o)1
s also an invertible SDD Z-matrix.

Proof. B is clearly symmetric and therefore to show that B is a SDD Z-matrix it suffices to show
that (1) e/ Be; < 0 for all i # j and (2) B1 > 0.

The claim is trivial when o = 0 so we assume without loss of generality that o > 0. To prove
the inequality we use that by the Woodbury matrix identity it holds that

1

B=aT-a?(A+a ') =A-A(a'T+A)'A.

Further, we use that A +a~'I is a M-matrix by definition and therefore (A + a_lI) ~!is an inverse
M-matrix that has entrywise nonnegative entries by Lemma 33.
Now for (1) by these two claims we have that for all ¢ # j it is the case that

7

_ 1 _
e;rBej —e (oz_ll — a2 (A + oz_ll) 1) ej = —262— (A + oz_lI) ! ej <0.
o
For (2) we use the other Woodbury matrix equality and see that
B1 = [(oz_ll +A)—A] (@ '+ A)TAL =a (a7 T+ A)"PAT > 0 entrywise.

This final inequality follows from the fact that A1 > 0 entrywise because A is a SDD Z-matrix and
hence (= 'T+ A)7}(A1) > 0 because (oI + A)~! is entrywise nonnegative. O

Lemma 17. If At is a Laplacian of a connected graph, then (A+ozLKn)T for any a > 0 is a
Laplacian matriz.

Proof. 1t is clear that (A 4+ aL Kn)T is symmetric, positive semidefinite, and has 1 in its kernel. By
standard algebraic manipulation and the Woodbury matrix identity we have,

1

—1 1 -1
(A +aLg, ) = (A+aLK +2aILILT> 11T = (A—l—a]lIlT—i—anI) 11T
n n 2am? 2am?
1 -1 - 1 1 (1 1 -1 - 1
= AT+ —11T + anl - 11" = — | —(Af+ —11T +1 - 117
an? 20m? an \ an an? 2am?
-1

1 1 -1 1 1 1 -1
= anAt+ =117 +1 —— 11" | =—|I-[(anAf+ =117 +1) ——11"

an n 2n an n 2n

- % [I— (anAT—FI)_l]
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The conclusion follows since anAf + I is a positive definite SDD matrix: its inverse is entrywise
nonpositive on off-diagonals by Lemma 16, and thus (A + oL Kn)T is a Z-matrix, and hence also a
Laplacian. O

C Jacobi preconditioning

In this section, we analyze a popular heuristic for computing diagonal preconditioners. Given a
positive definite matrix K € Sgo, consider applying the outer scaling

W2KW:2, where W = diag (w) and w; := K;;! for all i € [d]. (41)

In other words, the result of this scaling is to simply normalize the diagonal of K to be all ones;
we remark W has strictly positive diagonal entries, else K is not positive definite. Also called the
Jacobi preconditioner, a result of Van de Sluis [GR89, vdS69| proves that for any matriz this scaling
leads to a condition number that is within an m factor of optimal, where m < d is the maximum
number of non-zeros in any row of K. For completeness, we state a generalization of Van de Sluis’s
result below. We also require a simple fact; both are proven at the end of this section.

Fact 6. For any A,B € S%,, H(A%BA%) < k(A)k(B).

Proposition 6. Let W be defined as in (41) and let m denote the mazimum number of non-zero’s
i any row of K. Then,

o

K (W%KW%) < min (m, HHZ(K)) -k (K).

Note that m and /nnz(K) are both < d, so it follows that x(W2KW?2) < d - x* (K). While
the approximation factor in Proposition 6 depends on the dimension or sparsity of K, we show that
a similar analysis actually yields a dimension-independent approximation. Specifically, the Jacobi
preconditioner always obtains condition number no worse than the optimal squared. To the best of
our knowledge, this simple but powerful bound has not been observed in prior work.

Proposition 7. Let W be defined as in (41). Then,

o

K (W%KW%) < (K5 (K))?.
1 1
Proof. Let W, attain the minimum in the definition of 7, i.e., k(K,) = £}(K) for K, := WZKW?.
Note that since [W%KW%]“ = 1 by definition of W it follows that for all i
1 1
(WW i = [W.W ;- [WEKW2]; = [Kii = ef Kaei € uin(Kx), Amax (Ko

where the last step used that Apin(Ki)I < K, < Apnax(Ky)I. Consequently, for W .= W, 1W it

follows that k(W) = k(W 1) < Anax(Ky) /Amin (Ky) = £(K,). The result follows from Fact 6 as

O

Next, we demonstrate that Proposition 7 is essentially tight by exhibiting a family of matrices
which attain the bound of Proposition 7 up to a constant factor. At a high level, our strategy is
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to create two blocks where the “scales” of the diagonal normalizing rescaling are at odds, whereas a
simple rescaling of one of the blocks would result in a quadratic savings in conditioning.

Proposition 8. Consider a 2d x 2d matriz M such that

A 0 1
K = L A=VdI+11T, B=1— 117,
<0 B> Vd+d

where A and B are d x d. Then, defining W as in (41),

K (W%KW%) —0(d), " (K)=© (\/&) .

o

Proof. Because W3>KW? is blockwise separable, to understand its eigenvalue distribution it suffices
to understand the eigenvalues of the two blocks. First, the upper-left block (the rescaling of the
matrix A) is multiplied by ﬁ It is straightforward to see that the resulting eigenvalues are

Vd
Vd+1

with multiplicity d — 1, v/d with multiplicity 1.

Similarly, the bottom-right block is multiplied by dif/\ﬁl, and hence its rescaled eigenvalues are
d d d
_drvd multiplicity d — 1, LG, multiplicity 1.
d++d—1 d++Vd—1

Hence, the condition number of WiKW?2 isd+Vd—1 = ©(d). However, had we rescaled the
top-left block to be a v/d factor smaller, it is straightforward to see the resulting condition number
is O(v/d). On the other hand, since the condition number of K is O(d), Proposition 7 shows that
the optimal condition number £}(K) is Q(V/d), and combining yields the claim. We remark that as
d — oo, the constants in the upper and lower bounds agree up to a low-order term. O

Finally, we provide the requisite proofs of Fact 6 and Proposition 6.
Fact 6. For any A,B € S%,, H(A%BA%) < k(A)r(B).
Proof. 1t is straightforward from Apin(A)I < A < Apax(A)I that

1
V(&) ully < [A3u] | < v Aa(A) [full
and an analogous fact holds for B. Hence, we can bound the eigenvalues of A>BA3:

Amax (A%BA%) — max u' A2BATBu < Apax(A) max v Bo = Amax(A) Amax (B),

[[ull;=1 [vll,=1

Amin (A%BA%) = min «"ABA?Bu > \pin(A) min v Bo = Apin(A)Amin (B).

llulla=1 l[vlly=1
Dividing the above two equations yields the claim. O

Proposition 6. Let W be defined as in (41) and let m denote the mazimum number of non-zero’s
in any row of K. Then,

K (W%KW%) < min <m, J?(K)) -k (K).
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Proof. Throughout let s} := K (K) for notatlonal convenience. Let W, obtain the minimum in
the definition of k% and let B = W? KW2 Also let Wg be the inverse of a dlagonal matrix with

the same entries as B’s diagonal. Note that x(B) = £} and W2 BW]23 = W2KW?2. So, to prove
Proposition 6, it suffices to prove that

1 1
K (WéBWé) < min (m, nnz(K)) K.

Let dmax denote the largest entry in W]_31. We have that dpax < Amax(B). Then let M =

(dmaXWB)%B(dmaXWB)% and note that all of M’s diagonal entries are equal to dpax and k(M) =
1 1

k(WEBWE). Moreover, since dmax WB has all entries > 1, Apin(M) > Apin(B). Additionally,

since a PSD matrix must have its largest entry on the diagonal, we have that \|1\/I||F < nnz(M)d?

max —
nnz(M)Amax(B)?2. Accordingly, Amax(M) = [[M|2 < [M||r < /nnz(M)Apax(B
From this lower bound on A\pi, (M) and upper bound on Apax (M), we have that

B (WEKW2 ) = 5 (M) < nzx(mm)< m>aX(B)— nnz(M) - 5(B).

This proves one part of the minimum in Proposition 6. The second, which was already proven in
[vdS69] follows similarly. In particular, by the Gershgorin circle theorem we have that Apax(IM) <
max;e(g [Mi[|1, where M;. denotes the ith row for M. Since all entries in M are bounded by
dmax < Amax(B), we have that maX;e|q] | M. ||1 < mAmax(B), and thus

MAmax(B)

o (B) =m - k(B).

r (WIKWE) = (M) <

D Faster scalings with a conjectured subroutine

In this section, we demonstrate algorithms which achieve runtimes which scale as 5(\//?* )1 matrix-
vector multiplies for computing approximately optimal scalings, assuming the existence of a suffi-
ciently general width-independent mixed packing and covering (MPC) SDP solver. Such runtimes
(which improve each of Theorems 14 and 13 by roughly a «* factor) would nearly match the cost of
the fastest solvers after rescaling, e.g. conjugate gradient methods. We also demonstrate that we
can achieve near-optimal algorithms for computing constant-factor optimal scalings for average-case
notions of conditioning under this assumption.
We first recall the definition of the general MPC SDP feasibility problem.

Definition 3 (MPC feasibility problem). Given sets of matrices {P;}cpy € Si"o and {Ci}icm) €
Sgco, and error tolerance € € (0,1), the mized packing-covering (MPC) feasibility problem asks to
return weights w € RY such that

max Z w;P; +€ min Z wl i (42)

ic[n] i€[n]

M Throughout this section for brevity, we use x* to interchangeably refer to the quantities x} or k2 of a particular
appropriate inner or outer rescaling problem.
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or conclude that the following is infeasible for w € RY:

Amax Zwipi < Amin Zwici . (43)

i€n] i€ln]
If both (42) is feasible and (43) is infeasible, either answer is acceptable.

Throughout this section, we provide efficient algorithms under Assumption 1: namely, that
there exists a solver for the MPC feasibility problem at constant ¢ with polylogarithmic iteration
complexity and sufficient approximation tolerance. Such a solver would improve upon our algorithm
in Section 3 both in generality (i.e. without the restriction that the constraint matrices are multiples
of each other) and in the number of iterations.

Assumption 1. There is an algorithm MPC which takes inputs {P;}cjn € Scépo, {Citiem) € Sico,
and error tolerance e, and solves problem (42), (43), in poly(log(ndp), e~ ') iterations, where d :=
max(dy, d.), p = mMaX;e|n] %&gl; FEach iteration uses O(1) n-dimensional vector operations, and
for € = ©(e) with an appropriate constant, additionally requires computation of

exp (Zie[n} wiP"') > Vi € [n]
Trexp (Zie[n} wiPi) |
exp (‘ icln) wic"') > Vi € [n]
Trexp (— Zie[n} wici) |

fO’I” w e Rgo with )\max (Zze[n] wZPZ) 7)\min (ZZG[TL] erCrL) <R fOT R = O(bg(ﬂ)

€ -multiplicative approximations to <PZ-,

(44)

,  —los(ndp) o
(6,6 E Tr(Ci)) -approzimations to { C;,

€

In particular, we observe that the number of iterations of this conjectured subroutine depends
polylogarithmically on p, i.e. the runtime is width-independent.'> In our settings computing optimal
rescaled condition numbers, p = O(k*); our solver in Section 3 has an iteration count depending
linearly on p. Such runtimes are known for MPC linear programs [MRWZ16a|, however, such rates
have been elusive in the SDP setting. While the form of requirements in (44) may seem somewhat
unnatural at first glance, we observe that this is the natural generalization of the error tolerance
of known width-independent MPC LP solvers [MRWZ16a]. Moreover, these approximations mirror
the tolerances of our width-dependent solver in Section 3 (see Line 6 and Corollary 4).

We first record the following technical lemma, which we will repeatedly use.

Lemma 34. Given a matric 0 < M =X RI for some R > 0, sufficiently small constant €, and
5 € (0,1), we can compute e-multiplicative approzimations to the quantities

<aial-T,eXp(M)> for all i € [n], and Trexp(M)

in time O((Tmy(M)R + nnz(A))log %§), with probability at least 1 — 6.

Proof. We discuss both parts separately. Regarding comeuting the inner products, equivalently,
the goal is to compute approximations to all Hexp(%M)ain for i € [n]. First, by an application of

15The literature on approximate solvers for positive linear programs and semidefinite programs refer to logarithmic
dependences on p as width-independent, and we follow this convention in our exposition.
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Fact 2 with 0 = g exp(—2R), and then multiplying all sides of the inequality by exp(R), there is a
degree-O(R) polynomial such that

€ 1 1 € 1 1 € € 1
_ - - < - i Y < - 1< i -
(1 8) exp <2M> = exp <2M) 81 =p <2M> = exp <21\/I> + 81 < (1 + 8) exp <2M>

= (1 — %) exp(M) <p (;M)Q =< (1 + %) exp(M).

This implies that H p(%M)ai Hi approximates Hexp(%M)aZ— H; to a multiplicative § by the definition of
Loewner order. Moreover, applying Fact 1 with a sufficiently large k¥ = O(log %) implies by a union
bound that for all i € [n], HQP(%M)C‘@H; is a e-multiplicative approximation to Hexp(%M)aiH; To
compute all the vectors Qp(%M)ai, it suffices to first apply p(%M) to all rows of Q, which takes
time O(Tmyv(M) - ER) since p is a degree-O(R) polynomial. Next, once we have the explicit k£ x d
matrix Qp(3M), we can apply it to all {ai}icpn) in time O(nnz(A) - k).

Next, consider computing Trexp(M), which by definition has

o (2] [

2

Trexp(M) = Z

JEld]

Applying the same Q and p as before, we have by the following sequence of equalities

5= o (3a0)] | = (0 (1) @7 (ju1))

j€ld] 2
1 2
=T (Qexp (M) Q") = D flexp <2M> Q| .
e[k] 2
that for the desired approximation, it instead suffices to compute
1 2
S e (2m) Q.
2
Lek]
This can be performed in time O(7my (M) - kR) as previously argued. O

A straightforward modification of this proof alongside Lemma 19 also implies that we can com-
pute these same quantities to p(AWA), when we are only given K = A2, assuming that K is
reasonably well-conditioned. We omit the proof, as it follows almost identically to the proofs of
Lemmas 34, 22, and 23, the latter two demonstrating how to appropriately apply Lemma 19.

Corollary 6. Let K € Sgo such that K = A? and k(K) < kscale- Let W be a diagonal matriz such
that Amax(AWA) < R. For d,e € (0,1), we can compute e-multiplicative approzimations to

<a,~aiT, exp(AWA)> for all i € [n], and Trexp(AWA)

with probability > 1 — ¢ in time O <’7'mv(K) R <R + \/Fscale lOg d“%;“”) log %)
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D.1 Approximating x* under Assumption 1

In this section, we show that, given Assumption 1, we obtain improved runtimes for all three types
of diagonal scaling problems, roughly improving Theorems 14 and 13 by a «* factor.

Inner scalings. We first demonstrate this improvement for inner scalings.

Theorem 15. Under Assumption 1, there is an algorithm which, given full-rank A € R™? for
n > d computes w € R2 such that K(ATWA) < (1 + €)rI(A) for arbitrarily small e = ©(1), with

probability > 1 — § in time

o) (nnz(A)- k*(A) - polylog ”“Z;(A)> .

Proof. For now, assume we know 7 (A) exactly, which we denote as ] for brevity. Let {a;}ic[n
denote the rows of A, and assume that ||a;||, = 1 for all ¢ € [n]. By scale invariance, this assumption
is without loss of generality. We instantiate Assumption 1 with P; = aia;r and C; = n;‘aial—-r, for
i € [n]. It is immediate that a solution yields an inner scaling with the same quality up to a 1 + ¢
factor, because by assumption (43) is feasible so MPC cannot return “infeasible.”

We now instantiate the primitives in (44) needed by Assumption 1. Throughout, note that p = k7
in this setting. Since we run MPC for poly(log nk}) iterations, we will set 8’ < § - (poly(n«})) =1 for
the failure probability of each of our computations in (44), such that by a union bound all of these
computations are correct.

By Lemma 34, we can instantiate the packing gradients to the desired approximation quality

n;;) with probability 1 — ¢’. By Lemmas 2 and 3, we can instantiate

in time O(nnz(A) - poly log

n

the covering gradients in time O(nnz(A),/k} - poly log gf) with probability 1 — ¢’. In applying
these lemmas, we use the assumption that Amin(}_;ep, wiCi) = O(lognky) as in Assumption 1,
and that the covering matrices are a x7 multiple of the packing matrices so )‘maX(Zz‘e[n} w;C;) =
O(k;lognk}). Thus, the overall runtime of all iterations is

@) (nnz(A) - /K7 - polylog n;” >

for e = ©(1). To remove the assumption that we know x7(A), we can use an incremental search on
the scaling multiple between {C;};cjn) and {P;}c[,), starting from 1 and increasing by factors of
1 + ¢, adding a constant overhead to the runtime. Our width will never be larger than O(k7(A)) in
any run, since MPC must conclude feasible when the width is sufficiently large. O

Outer scalings. We next discuss the case where we wish to symmetrically outer scale a matrix
K e S‘io near-optimally (i.e. demonstrating an improvement to Theorem 14 under Assumption 1).

Theorem 16. Under Assumption 1, there is an algorithm which, given K € S‘io computes w € Réo
such that K(W%KW%) < (14 ¢)r5(K) for arbitrarily small e € ©(1), with probability > 1 — ¢ in

time
O (va(K) -/ k%(K) - polylog d,%;K)> .

Proof. Throughout we denote £} := x}(K) for brevity. Our proof follows that of Theorem 14, which
demonstrates that it suffices to reduce to the case where we have a K € Sio with k(K) < Kgscale 1=

3r%, and we wish to find an outer diagonal scaling W € SZ such that H(W%KW%) < (1 + €k
We incur a polylogarithmic overhead on the runtime of this subproblem, by using it to solve all
phases of the homotopy method in Theorem 14, and the cost of an incremental search on xJ.
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To solve this problem, we again instantiate Assumption 1 with P; = aiaiT and C; = ﬁgaia;r,
where {a;};c|q are rows of A := K2. As in the proof of Theorem 14, the main difficulty is to
implement the gradients in (44) with only implicit access to A , which we again will perform to
probability 1 — § for some &' = 6 - (poly(nkj))~! which suffices by a union bound. Applying
Lemmas 22 and 23 with the same parameters as in the proof of Theorem 14 (up to constants)

implies that we can approximate the covering gradients in (44) to the desired quality within time

o <va(K) -/ k5 - poly log ng") :

Similarly, Corollary 6 implies we can compute the necessary approximate packing gradients in the
same time. Multiplying by the overhead of the homotopy method in Theorem 14 gives the result. [

D.2 Average-case conditioning under Assumption 1

A number of recent linear system solvers depend on average notions of conditioning, namely the ratio
between the average eigenvalue and smallest [SV06, LS13, JZ13, DBL14, AQRY16, All17, AKK™"20].
Normalized by dimension, we define this average conditioning as follows: for M € Sgo,

Tr(M)

7 (M) := 7)\min(M).

Observe that since Tr(M) is the sum of eigenvalues, the following inequalities always hold:
d<7t(M)<dx(M). (45)

In analogy with ¥ and &%, we define for fullrank A € R"*? for n > d, and K € Sio,

7*(A):= min_ 7 (ATWA> ,7HK) =  min_ T (W%KW%) . (46)
diagonal W>0 diagonal W>0

We give an informal discussion on how to use Assumption 1 to develop a solver for approximating
7 to a constant factor, which has a runtime nearly-matching the fastest linear system solvers
depending on 7 after applying the appropriate rescalings.'® Qualitatively, this may be thought of
as the average-case variant of Theorem 15. We defer an analogous result on approximating 7 (with
or without a factorization) to future work for brevity.

To develop our algorithm for approximating 7%, we require several tools. The first is the rational
approximation analog of the polynomial approximation in Fact 2.

Fact 7 (Rational approximation of exp [SV 14|, Theorem 7.1). Let M € Sgo and 6 > 0. There is
an explicit polynomial p of degree A = ©(log(6~1)) with absolute coefficients at most AP with

-1
exp(—M) — I <p ((I + I\A/I) ) < exp(—M) + 61

We also use the runtime of the fastest-known solver for linear systems based on row subsampling,
with a runtime dependent on the average conditioning 7. Our goal is to compute reweightings W
which approximately attain the minimums in (46), with runtimes comparable to that of Fact 8.

16\We remark that these problems may be solved to high precision by casting them as an appropriate SDP and
applying general SDP solvers, but in this section we focus on fast runtimes.
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Fact 8 (|[AKK™20]). There is an algorithm which given M € S%¢, b € RY, and d,¢ € (0,1) returns
v € R such that Hv - 1b”2 <e HM 1bH2 with probability > 1 — 9 in time

(@) <(n + dT(M)) -d - poly log nT(S(eK)> .

Remark. The runtime of Fact 8 applies more broadly to quadratic optimization problems in M,
e.g. regression problems of the form | Az — b|5 where AT A = M. Moreover, Fact 8 enjoys runtime
improvements when the rows of M (or the factorization component A) are sparse; our methods in
the following discussion do as well as they are directly based on Fact 8, and we omit this discussion
for simplicity. Finally, [AKK"20] demonstrates how to improve the dependence on \/d7(M) to a
more fine-grained quantity in the case of non-uniform eigenvalue distributions. We defer obtaining
similar improvements for approximating optimal rescalings to interesting future work.

We now give a sketch of how to use Facts 7 and 8 to obtain near-optimal runtimes for computing
a rescaling approximating 7;° under Assumption 1. Let A € R™*4 for n > d be full rank, and assume
that we known 7 := 77°(A) for simplicity, which we can approximate using an incremental search
with a logarithmic overhead. Denote the rows of A by {ai}ie[n]. We instantiate Assumption 1 with

P; = |laill3, Ci = 7Fasa; , for all i € [n], (47)
from which it follows that (43) is feasible using the reweighting W = diag (w) attaining 7;*:

Amax Z wiP; | = Amax Z w; HazHQ =Tr (ATWA> )

i€[n] i€[n]

)\min Z wZC’L =T mln Z w;a;a = Ti*)\min (ATWA) .

i€[n] i€n]

(48)

Hence, if we can efficiently implement each step of MPC with these matrices, it will return a
reweighting satisfying (42), which yields a trace-to-bottom eigenvalue ratio approximating 7 to a
1+4€ factor. We remark that in the algorithm parameterization, we have p = 7;*. Moreover, all of the
packing gradient computations in (44) are one-dimensional and hence amount to vector operations,
so we will only discuss the computation of covering gradients.

Next, observe that Assumption 1 guarantees that for all intermediate reweightings W computed
by the algorithm and R = O(logn7}"), Amax(D_;epn) wiPi) = Tr(ATWA) < R. This implies that
the trace of the matrix involved in covering gradient computations is always bounded:

Z w,C; | =7 Tr <ATWA) < 7/R. (49)

i€[n]

To implement the covering gradient computations, we appropriately modify Lemmas 2 and 3 to

use the rational approximation in Fact 7 instead of the polynomial approximation in Fact 2. It is

straightforward to check that the degree of the rational approximation required is A = O(log n7}).
Moreover, each of the A linear systems which Fact 7 requires us to solve is in the matrix

> icin) wiCi

M =1
+ A ,
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which by (49) and the fact that I has all eigenvalues 1, has 7(M) = O(7}). Thus, we can apply
Fact 8 to solve these linear systems in time

O <<n+ dT;) -d - polylog ngj) .

Here, we noted that the main fact that e.g. Lemmas 2 and 3 use is that the rational approximation
approximates the exponential up to a poly(n—1, (17 )~1) multiple of the identity. Since all coefficients
of the polynomial in Fact 7 are bounded by A9(®), the precision to which we need to apply Fact 8
to satisfy the requisite approximations is ¢ = A=A which only affects the runtime by polyloga-
rithmic factors. Combining the cost of computing (44) with the iteration bound of Assumption 1,

the overall runtime of our method for approximating 7;* is

0 <<n+ M> -d - poly log m";(A)) :

which matches Fact 8’s runtime after rescaling in all parameters up to logarithmic factors.
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