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1 ANALYSIS ON FEEDBACK DATA
The quality of feedback data plays a crucial role in successful feed-
back learning, as it should align well with human preferences. To
assess the overall quality of our curated feedback data, we conduct
a manual evaluation of the data collected through our automatic
pipeline. We engage 50 human annotators to rate the feedback
data pairs based on specific fine-grained dimensions. We calculate
the preference consistency between our annotations and human
judgments as a measure of data quality. For each feedback dimen-
sion, we randomly sample 5000 data pairs and have them rated
by human annotators. We consider a data pair to be consistent if
the preferred sample in our annotated data pair is also rated as
preferred by the human annotators. The consistency ratio is then
calculated for each feedback dimension. Tab.1 illustrates the consis-
tency ratios of our curated feedback data. Notably, the curated data
exhibit significant consistency with human judgments across all
feedback dimensions. In particular, the style and content alignment
dimensions achieve consistency ratios of 92% and 88% respectively.
The feedback data related to aesthetic aspects demonstrate slightly
lower consistency ratios, with 74%, 77%, 80%, and 73% for Tint,
Texture, Layout, and Vibe respectively. This variation is reason-
able given that the judgment of aesthetic aspects can be subjective
and ambiguous, actually, the agreement between different annota-
tors on aesthetic preferences only reaches about 63% as stated in
ImageReward[1]. Nonetheless, this feedback data remains highly
valuable in guiding the diffusion model towards human preferences.
We also show some examples of the collected fine-grained feedback
data in Fig.1.

Table 1: The agreement degree between the collected feed-
back data and human preferences. A high consistency rate
represents the high quality of the feedback data, which is in
line with human preferences.

Feedback
Dimension Style Content Color Detail Layout Lighting

Preference
Consistency Rate 92.0 88.0 74.0 77.0 80.0 73.0

2 ANALYSIS ON REWARD MODEL
To demonstrate the effectiveness of TreeReward, we evaluate the
reward accuracy of TreeReward. Specifically, we carefully collected
and human-annotated 1,000 instances of preference data for each
feedback dimension with 10 proficient annotators, including con-
tent, and style alignment, color, lighting, detail, and layout aesthetic
preference data. In this process, given a prompt, the annotator is re-
quested to select the preferred image from two generated candidates
along a particular dimension. Then, we validate our TreeReward by

utilizing TreeReward to predict human preference and take the con-
sistency rate as the proxy of the performance of reward modeling.
Note that we utilized the reward predictions derived from the cor-
responding leaf reward nodes for the preference dataset of different
dimensions for the fine-grained reward evaluation. The results are
shown in Tab.2. It clearly shows that TreeReward demonstrates a
higher reward accuracy across all the fine-grained dimensions. No-
tably, TreeReward outperforms ImageReward in the text-to-image
content alignment dimension by 5.2%. Considering that ImageRe-
ward is specifically optimized for text-to-image content alignment,
this result highlights the superiority of our approach. Additionally,
our method achieves higher reward accuracy in almost all other
aesthetic dimensions. Note that aesthetic concepts are subjective
and abstract and different people may have opposite preferences,
this also poses a challenge for the reward model to learn human
preference accurately, which leads to a relatively lower preference
prediction accuracy(56% on average) than the style and content
dimension.

Table 2: The predicted preference accuracy of fine-grained
dimensions of different reward models.

Reward Model Style Content Color Detail Layout Lighting

CLIP Score 72.4 58.9 49.1 52.8 50.6 48.7
BLIP Score 74.8 63.4 49.8 51.2 48.8 50.2

Aesthetic Score 50.2 41.0 54.9 50.3 54.8 53.6
ImageReward 81.2 67.3 51.4 52.4 52.0 52.3

Ours 91.5 72.5 58.3 57.9 56.6 55.4

3 DETAILS ON THE HUMAN EVALUATION
To facilitate the evaluation of the generative model, we developed
two human evaluation systems with user interface (UI) to gather
human assessment results for the generated outputs. These eval-
uation systems were designed to provide valuable insights into
the performance of the models. The first evaluation system is a
global evaluation, where users are presented with two generation
results and asked to determine which one is superior, as depicted
in Fig.2. This method offers a simple and efficient approach to ob-
tain a reliable assessment of the performance comparison between
two models. However, it can only provide a coarse evaluation. To
obtain a more detailed performance evaluation, we also designed
a fine-grained human evaluation system, as illustrated in Fig.3. In
this system, users are not only asked to choose the better result
but also to provide a more detailed score indicating the degree of
improvement of one result over another based on specific aspects.
These scores enable a deeper understanding of the generative per-
formance of the model in diverse aspects. These human evaluation
systems, with their respective UI interfaces, offer valuable tools for



117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

ACM MM, 2024, Melbourne, Australia Anonymous Authors

175

176

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194

195

196

197

198

199

200

201

202

203

204

205

206

207

208

209

210

211

212

213

214

215

216

217

218

219

220

221

222

223

224

225

226

227

228

229

230

231

232

Prompt: An old man, Chinese ink painting

Prompt: The two people are skiing together down the hill，
flat illustration

Preferred Unpreferred

Preferred Unpreferred

Unpreferred
Prompt: 10000 Tours 2013 Group C- Laurent 
Briffa
Preferred
Prompt: A race car with a green and white 
livery

Unpreferred
Prompt: pacquiao-bradley-rematch (4)
Preferred
Prompt: A man wearing a red, white, and
blue shirt is holding up a red boxing glove

Unpreferred
Prompt: perfect country rustic bathrooms
ideas that are truly

Preferred
Prompt: A bathroom with a sink and a mirror
above it. The sink is an old-fashioned style,
and there are two towels hanging on the wall.
The bathroom also features a light fixture on
each side of the mirror, providing illumination
for the space.

Prompt: Roses of black color surround a black-painted goat
skull, gothic, black and white coloring page, scribbly, messy,
2D poster

Preferred Unpreferred

Preferred Unpreferred
Prompt:  wind turbine  style painting PS Krøyer 

(a) Style Alignment (b) Content Alignment

Prompt: whispering mechanical tree 
Preferred Unpreferred

Prompt: royal avenue belfast, illustrated art, white background, 
realistic, 3D 

Preferred Unpreferred

Prompt:  3 Warmyellow, lightful, minimalistic, flying floating 
gift boxes, warm lightyellow gradient background, frontal view

Preferred Unpreferred

Prompt: Galadriel crossing Khazadum. Lord of the rings style 

Prompt: A female sleuth with a hat, ultrhigh resolution 
Preferred Unpreferred

Preferred Unpreferred

(c) Aesthetic Color

(d) Aesthetic Detail (e) Aesthetic Layout (f) Aesthetic Lighting

Prompt: Lerson pannawit style, hologram holographic vibrant 
bizzare odd creepy weirdcore, photography bizzare, 90s 
magazine collage surrealism 

Preferred Unpreferred

Figure 1: Some examples of the curated fine-grained feedback data, including style alignment, content alignment, aesthetic
color, detail, layout, and lighting.

evaluating and analyzing the performance of the generative model
in a comprehensive manner.

4 LIMITATION
TreeReward has demonstrated promising outcomes in generating
high-quality images. Nevertheless, there exists considerable room
for further enhancement:
Tree-Structure Expansion: There is potential for hierarchical
tree-structural expansion to refine prompt sensitivity and explore
the upper bounds of the generation space.

Benchmark Construction: We are engaged in constructing a
unified evaluation benchmark that encompasses more single or
fine-grained dimensions for assessment.
Model Expansion: Our proposed methodology holds theoretical
applicability to a wide range of models and we plan to conduct
experiments on prominent open-source models such as SSD-1B,
Kandinsky.
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Figure 2: The user interface(UI) of our global human evaluation system. Given the generated results from two models for the
same prompt, the users assess whether the two generated results are of the same quality, or otherwise choose the better one.

5 BROADER IMPACT
The impact of our research extends across multiple dimensions.
Academically, our method serves as a foundational framework for
integrating human feedback with the existing diffusion models.
This integration contributes significantly to the advancement of
generative models. Practically, our technique holds immense trans-
formative potential across a wide spectrum of industries, including
entertainment, portraiture, advertising, and beyond. By providing
a means to generate high-quality images with fidelity given the
prompt, our approach offers unprecedented opportunities for cre-
ativity and innovation. Nevertheless, it is essential to recognize

and address the ethical considerations inherent in the widespread
adoption of such technology. The capacity to produce fake images
raises legitimate concerns regarding privacy, potential misuse, and
the dissemination of false information. Thus, we underscore the
critical importance of developing and adhering to stringent ethical
guidelines to ensure the responsible and ethical utilization of this
groundbreaking technology.
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Figure 3: The user interface(UI) of our fine-grained human evaluation system. Given a prompt, and the generated results of the
baseline model on the left, the user is asked to evaluate how much better the generated results on the right compare to the
results on the left in a particular aspect and give a score from -5 to 5.
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