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A Data sheet

We follow the documentation frameworks provided by |Gebru et al.| (2018)).

A.1 Motivation

For what purpose was the dataset created?

The dataset was created to address the need for an effective benchmark to evaluate the performance
of Large Language Models (LLMs) and Ops-specific LLMs (OpsLLMs) in IT operations (Ops) tasks.
It aims to inform about the performance of current LLMs on Ops tasks and to aid in optimizing
OpsLLMs tailored for the Ops domain. The benchmark, named OpsEval, was designed to tackle
challenges such as sensitive data, numerous sub-domains, prompt sensitivity, and appropriate QA
metrics in the Ops field.

A.2 Composition
What do the instances that comprise the dataset represent (e.g., documents, photos, people,
countries)?

The instances that comprise the dataset represent questions in two formats: multiple-choice questions
(MC) and question-answering (QA) questions.

How many instances are there in total (of each type, if appropriate)?
7,184 multiple-choice questions and 1,736 QA questions.
What data does each instance consist of? Is there a label or target associated with each instance?

Multiple-choice questions consist of a stem, options, and an answer. Question-answering questions
consist of a stem and an answer.

Are relationships between individual instances made explicit (e.g., users’ movie ratings, social
network links)?

Questions in OpsEval are relatively independent, but they are clustered based on their classifications
(8 tasks and 3 abilities) to group different questions by task type and general capabilities.

Are there recommended data splits (e.g., training, development/validation, testing)?

In our evaluation, we use few-shot evaluation. Therefore, we split the data into development (dev)
and test sets. Detailed split information can be found in the dataset repository.

Is any information missing from individual instances? Are there any errors, sources of noise, or
redundancies in the dataset? Is the dataset self-contained, or does it link to or otherwise rely on
external resources (e.g., websites, tweets, other datasets)? Does the dataset contain data that, if
viewed directly, might be offensive, insulting, threatening, or might otherwise cause anxiety?

No information is missing from individual instances. No errors, sources of noise or redundancies in
the dataset. The dataset is self-contained. The dataset does not contain offensive data.

Does the dataset contain data that might be considered confidential (e.g., data that is pro-
tected by legal privilege or by doctor— patient confidentiality, data that includes the content of
individuals’ non-public communications)?



The dataset does not contain data that might be considered confidential. We have desensitized the
questions in the dataset to ensure that no internal private information from the participating companies
is included.

A.3 Collection Process

How was the data associated with each instance acquired?

The data associated with each instance was acquired from four primary sources: company materials,
certification exams, Ops textbooks, and automated generation.

Company materials include directly observable data such as Ops tickets and error logs, as well as
internal documents and tests for Ops staff training, provided by cooperating companies from various
sectors. Certification exam questions were sourced from public study guidebooks for Ops certification
exams. Operations textbook data was acquired by searching for relevant books and extracting
complete knowledge content and exercises. Automated generation involved using authoritative Ops
textbooks and GPT4 to generate diverse questions. Each source is highly esteemed globally and
reviewed by our Ops collaborators to ensure data validation and reliability.

What mechanisms or procedures were used to collect the data (e.g., hardware apparatuses or
sensors, manual human curation, software programs, software APIs)?

The dataset has been assembled from various sources through a combination of manual human
curation and automated generation processes. More specifically:

* Company Materials. These materials were manually curated by experts from cooperating
companies, including production environment materials like Ops tickets and error logs, as
well as internal documents and tests for Ops staff training. Experts from 10 companies in
sectors such as telecommunications, finance, and Ops service/tool providers contributed to
this effort.

* Certification Exams. Certification exam questions were sourced from publicly available
study guidebooks. These guidebooks, obtained from public book websites, contain knowl-
edge assessments necessary for becoming an Ops staff and are naturally in the form of
multiple-choice and question-answering questions. The questions were manually extracted
from these guidebooks.

* Operations Textbooks. Relevant operations textbooks were identified by constructing a
keyword list for the Ops field. These textbooks, which contain comprehensive knowledge
content and exercises, were manually reviewed, and relevant questions were extracted for
the dataset.

» Automated Generation. To enhance the diversity and depth of our test set, we used software
programs to extract content from authoritative Ops textbooks and employed GPT-4 through
software APIs to generate additional questions. This process involved manual verification
by experts to ensure the quality and relevance of the generated questions.

The combination of these mechanisms ensures the reliability and robustness of the data for evaluating
LLMs in the Ops domain. Full details, including the sources of the materials, are provided in the
documentation accompanying our GitHub repository.

Who was involved in the data collection process (e.g., students, crowdworkers, contractors) and
how were they compensated (e.g., how much were crowdworkers paid)?

The data collection process involved a team comprising one undergraduate student, three graduate
students, and over 20 experts from various companies. All participants, including the crowdworkers,
voluntarily contributed to the data collection effort without any financial compensation.

Over what timeframe was the data collected?

The data was collected over the timeframe from July 2023 to May 2024, and the collection is still
ongoing for the dataset’s expansion and maintenance.



A.4 Preprocessing/cleaning/labeling

Was any preprocessing/cleaning/labeling of the data done (e.g., discretization or bucketing,
tokenization, part-of-speech tagging, SIFT feature extraction, removal of instances, processing
of missing values)?

Please refer to the OpsEval Benchmark section of the paper for details on any preprocessing, cleaning,
or labeling of the data.

Was the “raw” data saved in addition to the preprocessed/cleaned/labeled data (e.g., to support
unanticipated future uses)?

The "raw" data was saved in addition to the preprocessed, cleaned, and labeled data. However, it has
not been made publicly available due to the inclusion of some internal company materials.

Is the software that was used to preprocess/clean/label the data available?

Yes, the scripts used for preprocessing, cleaning, and labeling the data are provided in the dataset
repository.

A.5 Uses

Has the dataset been used for any tasks already? If so, please provide a description.

The dataset has been used to evaluate the capabilities of large language models. For more details,
please refer to the paper.

What (other) tasks could the dataset be used for?

The dataset could be used for various tasks, including evaluating the performance of Large Language
Models (LLMs) and Ops-specific LLMs (OpsLLMs) in IT operations, such as network configuration,
error log analysis, and operational knowledge assessments.

Is there anything about the composition of the dataset or the way it was collected and prepro-
cessed/cleaned/labeled that might impact future uses?

Given the sensitivity and proprietary nature of some of the source materials, dataset consumers should
be cautious about the potential legal and ethical implications of using this data. For example, some
data might inadvertently reflect internal company processes or proprietary information.

To mitigate these risks, dataset consumers should:
* Use the data responsibly: Ensure that the data is used only for research and evaluation
purposes and not for commercial exploitation.

* Avoid unfair treatment: Be mindful of potential biases in the data that could lead to stereo-
typing or unfair treatment of individuals or groups.

* Acknowledge data limitations: Recognize and disclose any limitations or biases in the data
when publishing results or deploying models trained on this dataset.

Are there tasks for which the dataset should not be used?

1. Commercial purposes: Since some data is derived from proprietary company materials,
commercial use could result in legal and ethical issues.

2. Sensitive decision-making processes: Avoid using the dataset for making decisions that
could significantly impact individuals or groups, such as hiring decisions, without thoroughly
evaluating the fairness and bias in the data.

A.6 Distribution

How will the dataset be distributed? When will the dataset be distributed? Will the dataset
be distributed under a copyright or other intellectual property (IP) license, and/or under
applicable terms of use (ToU)?

The dataset is currently distributed in Huggingface and Github.



Have any third parties imposed IP-based or other restrictions on the data associated with the
instances? Do any export controls or other regulatory restrictions apply to the dataset or to
individual instances?

No third parties have imposed IP-based or other restrictions on the data associated with the instances.
No export controls or other regulatory restrictions apply to the dataset or to individual instances.

A.7 Maintenance

How can the owner/curator/manager of the dataset be contacted (e.g., email address)?

The owner/curator/manager of the dataset can be contacted via email. (Our email address will be
released once the paper be accepted.)

Is there an erratum? If so, please provide a link or other access point.

Currently, there is no erratum. If any errors are found in the future, they will be updated on GitHub.
We welcome users to raise issues on GitHub to point out any errors.

Will the dataset be updated (e.g., to correct labeling errors, add new instances, delete instances)?
The dataset will be updated at least monthly by the authors. Updates will be announced via GitHub.

If the dataset relates to people, are there applicable limits on the retention of the data associated
with the instances (e.g., were the individuals in question told that their data would be retained
for a fixed period of time and then deleted)?

The dataset does not relate to personal data, so there are no applicable limits on the retention of data
associated with individual instances.

Will older versions of the dataset continue to be supported/hosted/maintained?

Older versions of the dataset will be maintained in the GitHub history. Relevant updates will be
communicated to users via GitHub notifications.

If others want to extend/augment/build on/contribute to the dataset, is there a mechanism for
them to do so?

We will communicate with contributors and review and process the contributed data following the
same curation process outlined in the paper.

B Details of OpsEval Benchmark
B.1 Information on the companies and experts participating in OpsEval

Table 1: Information of companies collaborating in OpsEval

Organization Domain URL

Bank of Shanghai Financial IT https://www.bosc.cn/zh/
Bizseer Ops service/tool provider https://www.bizseer.com/
ChinaEtek Internet https://www.ce-service.com.cn/
Data Foundation  Internet https://www.dfcdata.com.cn/
Guotai Junan Securities https://www.gtja.com/
Huawei Communication https://www.huawei.com/
Lenovo Hybrid Cloud https://www.lenovo.com/
Rizhiyi Log Analysis https://www.rizhiyi.com/

ZTE Communication https://www.zte.com.cn/china/
Zabbix Ops service/tool provider https://www.zabbix.com/
Inspur Ops service/tool provider https://www.inspur.com/

Total 11




Table [I] shows the companies participating in the creation of OpsEval benchmark suite. Their
industries include the Internet, telecommunications, cloud computing, finance, and securities, and
each company has dispatched at least two experts to participate in the OpsEval work.

B.2 Dependance Filtering Keyword List

question_keywords = [‘the figure’, ‘the scenario’, ‘the previous question’]
fail_pred_keywords = [‘unclear’, ‘scenario is not provided’, ‘cannot be determined’, ‘none of
the options’, ‘none of the given options’]

B.3 Prompt for GPT-4 Categorization

( N\
I need your help in analyzing a multi-choice question, determine the domain and the
task type it belongs to.

Domains: When classifying the domain, be specific, dive deeper into domains such as:
Database/Network Operations

Task Types: For the task type, consider categories like: Monitoring and Alerts,
Performance Optimization

Summary your response as JSON format: {""domain": "specific_domain', ""task:
"specific_task type'}

Figure 1: The prompt for GPT-4 initial categorization
Figure [I|shows the prompt for GPT-4 initial categorization.

B.4 Task Types of Questions

We categorize all questions in OpsEval into 8 tasks. The details of each task are as follows:

* General Knowledge pertains to foundational concepts and universal practices within the Ops
domain.

» Fault Analysis and Diagnostics focuses on detecting and addressing discrepancies or faults
within a network or system, and deducing the primary causes behind those disruptions.

» Network Configuration revolves around suggesting optimal configurations for network devices
like routers, switches, and firewalls to ensure their efficient and secure operations.

* Software Deployment deals with the dissemination and management of software applications
throughout the network or system, verifying their correct installation.

* Monitoring and Alerts harnesses monitoring tools to supervise network and system efficiency
and implements alert mechanisms to notify administrators of emerging issues.

* Performance Optimization is centered on refining the network and system for peak performance
and recognizing potential enhancement areas.

* Automation Scripts involves the formulation of automation scripts to facilitate processes and
decrease manual intervention for administrators.

* Miscellaneous comprises tasks that do not strictly adhere to the aforementioned classifications
or involve a combination of various tasks.

B.5 Ability Levels of Questions

Different questions require different levels of ability to answer. We classify all questions in OpsEval
into 3 categories. The details of each ability are as follows:

1. Knowledge Recall: Questions under this category primarily test a model’s capacity to recognize
and recall core concepts and foundational knowledge. Such questions are akin to situations
where a professional might need to identify a standard procedure or recognize a well-known
issue based solely on previous knowledge.



2. Analytical thinking: These questions demand more than mere recall. They necessitate a deeper
level of thought, expecting the model to dissect a problem, correlate diverse pieces of infor-
mation, and derive a coherent conclusion. It mirrors real-world scenarios where professionals
troubleshoot complex issues by connecting various dots and leveraging their comprehensive
understanding.

3. Practical Application: These questions challenge a model’s ability to apply its foundational
knowledge or analytical conclusions to provide actionable recommendations for specific sce-
narios. It epitomizes situations where professionals are expected to make decisions or suggest
solutions based on in-depth analysis and expertise.

KVVh\ch of the following represents quantifying data moved from one host to another within a \
specific time frame?
A: Reliability B: Response time
C: Throughput D: Jitter
Answer: C

Analysis: Throughput is the measure of data transferred from one host to another in a given
amount of time

Task: Performance Optimization

Ability: Knowledge Recall

Which command enables a router to signal clients that they should acquire additional configuration
details from a DHCPV6 server?

A: ipv6 nd ra suppress B: ipv6 dhcp relay destination
C: ipv6 address autoconfig D: ipv6 nd other-config-flag
Answer: D

Analysis: The **ipv6** nd other-config-flag** command is used to enable a router to inform clients
that they need to get additional configuration information from a DHCPv6 server

Task: Automation Scripts

Ability: Analytical Thinking

Question: You receive a call from a user experiencing difficulties connecting to a new VPN. What is
the initial step you should take?

A: Find out what has changed. B: Reboot the workstation.
C. Document the solution. D: Identify the symptoms and potential causes.
Answer: D

Analysis: Since this is a new connection, you need to start by troubleshooting and identify the
symptoms and potential causes
Task: Fault Analysis and Diagnostics

Qbi\ity: Practical Application j

Figure 2: Three examples of the processed questions

Figure [2)illustrates examples in our question set, shedding light on our classification methodology.

B.6 Prompt and Formatting of Questions

Figure [3]illustrates examples of the questions after our preprocessing pipeline.

B.7 An Example of Subjective Questions

A saved subjective question in OpsEval is presented in Figure [ which contains not only the raw
question but also its type of task.

As shown in Figure[5] we combine the task and ability of each question with the question itself as the
prompt for LLMs.

B.8 Scoring Rubrics of Fluency in FAE-Score

As show in Figure [6] we asked the judge model and experts about the aspects of grammatical
correctness, coherence and consistency, calrity of expression, style and tone appropriateness and
answer completion of the models’ responses.

B.9 Automated QA generation

During the data collection process, we have experimented automating question-answer generation.
We first sampled the QA pairs and manually assessed their accuracy and domain relevance. Later,
we used typical manual evaluation examples for few-shot learning, enabling GPT to evaluate QA



/Which of the following represents quantifying data moved from one host to another within a \
specific time frame?

A: Reliability B: Response time
C: Throughput D: Jitter
Answer: C

Analysis: Throughput is the measure of data transferred from one host to another in a given
amount of time

Task: Performance Optimization

Ability: Knowledge Recall

Which command enables a router to signal clients that they should acquire additional configuration
details from a DHCPv6 server?

A: ipv6 nd ra suppress B: ipv6 dhcp relay destination
C: ipv6 address autoconfig D: ipv6 nd other-config-flag
Answer: D

Analysis: The **ipv6** nd other-config-flag»* command is used to enable a router to inform clients
that they need to get additional configuration information from a DHCPv6 server

Task: Automation Scripts

Ability: Analytical Thinking

Question: You receive a call from a user experiencing difficulties connecting to a new VPN. What is
the initial step you should take?

A: Find out what has changed. B: Reboot the workstation.
C. Document the solution. D: Identify the symptoms and potential causes.
Answer: D

Analysis: Since this is a new connection, you need to start by troubleshooting and identify the
symptoms and potential causes
Task: Fault Analysis and Diagnostics

\Ability: Practical Application /

Figure 3: Three examples of the processed questions

Question: You have a router interface with an IP address of 192.168.192.10/29. What is the broadcast
address that the hosts on this LAN will utilize?

B BSEEE EH—MED, IPHIEA192.168.192.10/29, FAHAEXANFEM HEME S B2+ A?
Keypoint: 192.168.192.15

ZETA 192168.192.15

Detailed Answer: A /29 (255.255.255.248) has a block size of 8 in the fourth octet. This means the subnets
are 0, 8, 16, 24, and so on. 10 is in the 8 subnet. The next subnet is 16, so 15 is the broadcast address.
ERMAT: /29 (255.255.255.248) FEEWAN/NGAFNRA/N, XRKEFNZO0, 8, 16, 24%%F,
107E8M9F M., T—NFME16, FTIN15ZE #Etthit.

Task: Network Configuration

1% MBEE
Ability: Analytical Thinking
BES: R

Figure 4: An example of the saved subjective questions

A subjective question in OpsEval

Question: You have a router interface with an IP address of 192.168.192.10/29. What is the broadcast
address that the hosts on this LAN will utilize?
Bl B EE—MEQ, IPHUEG192.168.192.10/29, EHAEXANBEM LR FEIEEFA? .

Task: Network Configuration
£5%: MKERE

Ability: Analytical Thinking
BT 2

Prompt l

Answer the Reasoning question about Network Configuration.

You have a router interface with an IP address of 192.168.192.10/29. What is the broadcast address that the
hosts on this LAN will utilize?

1% 2% F M2 AL B A HE3E (0] .

PEEES EH—/NED, IPHbE4192.168.192.10/29, EANZEXANBEHM 5 BB R A?

!

W

Figure 5: An example of building the prompt of subjective questions.




G. Grammatical Correctness (0-3 points):
¢ 0: Numerous grammatical errors that hinder comprehension.
¢ 1: Frequent errors that slightly disrupt the reading flow.
® 2: Minor grammatical errors, but the text remains easily readable.
* 3: Fluent and grammatically correct with no noticeable mistakes.
2. Coherence and Consistency (0-3 points):
¢ 0: The output is disjointed, lacks logical flow, or contradicts itself.
¢ 1: Some inconsistencies or a lack of clear logical structure.
¢ 2: Mostly coherent, though minor clarity issues may be present.
¢ 3: The response is logically consistent and well-organized.
3. Clarity of Expression (0-2 points):
¢ 0: The output is vague or ambiguous, making the response unclear.
¢ 1: Generally clear, though some areas may lack precision or clarity.
e 2: Clear, concise, and directly addresses the question or task.
4. Style and Tone Appropriateness (0-2 points):
¢ 0: Inappropriate tone for the domain (e.g., overly casual or formal for the task).
¢ 1: Generally appropriate tone, but occasional mismatches with the task context.
¢ 2: Consistent tone that is well-suited to the operational context.
5. Answer Completion (0-2 points):
¢ 0: The response is incomplete or significantly deviates from the expected format.
¢ 1: Response mostly follows the expected format but misses some details.

( 2: The response fully meets the structural and format requirements of the question.j

Figure 6: Scoring Rubrics of Fluency in FAE-Score.

Table 2: Models evaluated in this paper. The “access” column in the table shows whether we have
full access to the model weights or can only access them through API.

Model Creator #Parameters Access License
GPT-4/GPT-3.5-turbo  OpenAl undisclosed  API Proprietary
ERNIE-Bot-4.0 Baidu undisclosed  API Proprietary
GLM4/GLM3-turbo  Tsinghua Zhipu undisclosed ~ API Proprietary
Meta-LLaMA-3 Meta 8B Weights Llama 3 Community
LLaMA-2 Meta 7/13/70B Weights Llama 2 Community
Qwen-Chat Alibaba Cloud 7/14/72B Weights Qianwen LICENSE
Qwenl.5-Chat Alibaba Cloud 14B Weights Qianwen LICENSE
InternLM2-Chat Shanghai Al Laboratory 7/20B Weights Apache-2.0
DevOps-Model-Chat  CodeFuse 14B Weights Apache-2.0
Baichuan2-Chat Baichuan Intelligence 13B Weights Apache-2.0
ChatGLM3 Tsinghua Zhipu 6B Weights Apache-2.0

Mistral Mistral 7B Weights Apache-2.0

Gemma Google 2/7B Weights Gemma license
Claude-3-Opus Anthropic undisclosed ~ API Proprietary
Qwen2-Instruct Alibaba Cloud 7/72B Weights Qianwen LICENSE

pairs based on our evaluation criteria automatically. Directly generated question-answers tend to
be simple judgment or concept questions rather than reasoning questions that better demonstrate
the model’s capabilities and knowledge density. Our goal is to ensure that while the topics of the
questions remain relevant to the seed questions, their specific content is distinct from the original
questions. By maintaining the overarching framework in the Ops domain, we can expand the number
and types of questions, enabling a more comprehensive evaluation of model capabilities. Additionally,
we can incorporate external knowledge during the data generation, continually enhancing our ability
to evaluate new content.

C Additional details of experiments

C.1 Detailed Information of LLMs Evaluated

GPT-4 (OpenAll 2023)) is a large multimodal model (accepting image and text inputs, emitting text
outputs) that, while less capable than humans in many real-world scenarios, exhibits human-level
performance on various professional and academic benchmarks. It is recognized as the strongest
lanuage model currently. ChatGPT (OpenAl, 2022) is an earlier Al-powered language model



Table 3: GPTQ models for LLaMA-2-70B

Model Size #GPTQ Dataset Disc

LLaMA-2-70B 140GB / Raw LLaMA-2-70B model.
LLaMA-2-70B-Int4 35.33GB  wikitext 4-bit quantization model.
LLaMA-2-70B-Int3 26.78GB  wikitext 3-bit quantization model.

developed by OpenAl which is built upon GPT-3.5. We use the GPT-3.5-turbo version in our
experiments. LLaMA 2 (Touvron, et.al.l 2023) is a second-generation open-source LLM from Meta
which is very popular due to its open-source feature. It has the ability to process multiple languages
including Chinese. We evaluate three weights (70B, 13B and 7B as shown in[2)) of LLaMA 2.

Although LLaMA 2 is able to process Chinese input, it has a small Chinese vocabulary so that
its abitilty of understanding and generating Chinese text is limited. As a result, we evaluate some
Chinese-oriented LLMs which are published by institutions in China. ERNIE-Bot 4.0 (202, [2024)) is
the latest self-developed language model released by Baidu. As claimed by Baidu, ERNIE-Bot 4.0
rivals OpenAI’s GPT-4. Qwen (202} 2023) (abbr. Tongyi Qianwen) is a series of LLMs developed
by Alibaba Cloud. And Qwen-Chat is a series of large-model-based Al assistant trained with
alignment techniques based on the pretrained Qwen. We evaluate three weights (72B, 14B and 7B
as shown in@ of Qwen-Chat. Baichuan2-13B-Chat (Baichuan) 2023)) is aligned chat model based
on Baichuan2-13B-Base (Baichuanl 2023 which is an open-source LLM published by Baichuan
Intelligence. GLM (Du et al.| [2022), developed by Tsinghua Knowledge Engineering Group, is
a General Language Model pretrained with an autoregressive blank-filling objective and can be
finetuned on various natural language understanding and generation tasks. Based on GLM, Zhipu Al
released GLM4 (the newest version of GLM model) (Zeng et al.,[2022) and GLM3 (the third version of
GLM model). For GLM3, we use GLM3-turbo (Zeng et al., 2022) version and ChatGLM3-6B (Zeng
et al.,|2022) in our experiments. InternLM2-Chat-20B and InternL.M?2-Chat-7B (InternLM_Team,
2023), recently developed by Shanghai AI Laboratory, are multi-lingual models based on billions
of parameters through multi-stage progressive training on over trillions of tokens. Furthermore, we
evaluate DevOps-Model-14B-Chat (Al 2024), an open source Chinese DevOps oriented models,
mainly dedicated to exerting practical value in the field of DevOps.Gemma (Gemma_Team et al.,
2024) is a family of lightweight, state-of-the-art open models based on Gemini technology from
Google DeepMind. Trained on up to 6T tokens, Gemma achieves excellent language understanding
and reasoning capabilities. We conducted an evaluation of Gemma-2b and Gemma-7b to investigate
the effectiveness of Gemma with different weights.

In general, since some models (among them GPT-4, GPT-3.5-turbo, ERNIE-Bot-4.0, GLM4, GLM3-
turbo) are not locally available, we evaluate them via API calls. For the remaining models, we
perform local inference during evaluation.

C.2 Prompts

For zero-shot evaluation in the CoT setting, we get the answer of LLMs in two rounds. Firstly, by
adding a ’Let’s think step by step.” after the question, LLMs will output its reasoning result. Secondly,
we compose the final prompt of the question and the reasoning result in whole as the input of LLMs
to get the final answer. An example is shown in Figure[7] For few-shot evaluation in the CoT setting,
We make an analysis of each option of the question as a reasoning process, and craft three Q-A
examples with CoT reasoning process in answers. An example is shown in Figure[§]

C.3 Compute and Resources Used for Experiments

During our OpEval experiments evaluating different LLMs, we utilize an 8 Nvidia A800-80GB GPU
cluster to run inference on models with available weights. For models with API access, we perform
inference using CPUs.

C.4 Overview Performance on Different Test Sets

In Table 4} Table[5]and Table[6] we present overview performance of different LLMs on the 3 test
sets in OpsEval, including Wired Network Operations, 5G Communication Technology Operations
and Database Operations.



Gere is a single-answer multiple choice question about Network Implementations. \
INTRAFRELIMAFIEEFR, 1FEEEE ERERNIEI.

Which TCP/IP routing protocol among the following does not incorporate the subnet mask in its
route update messages, thereby hindering its support for subnetting?

IXTERANTCP/IPES RN AE H B R EHTE B P A EHE T WS, M TE M a?

A: Routing Information Protocol, version 1 (RIPv1) B: Routing Information Protocol, version 2 (RIPv2)

C: Border Gateway Protocol (BGP) D: Open Shortest Path First (OSPF)
A BREREAIMY, BRAL (RIPVD) B: BEHEAMMYETER (RIPV2)

C: A SRM XL (BGP) D: FAUE iR 1E5E (OSPF)

Let's think step by step.

IEFATEANE T 47

A: Routing Information Protocol, version 1 (RIPv1) - This is the correct answer. -

B: Routing Information Protocol, version 2 (RIPv2) - RIPv2 does include the subnet mask -

C: Border Gateway Protocol (BGP) - BGP is a routing protocol used for large-scale networks, -

D: Open Shortest Path First (OSPF) - OSPF supports subnetting and includes the subnet mask -
A BBEEEMY, ARAL (RIPv1) - E#. RIPVIASHFEFMERES, HEEZIFTFRED.
B: BREHESMMNE IR (RIPV2) - $4iR. RIPEFEFMIEIDELS, EIFFRIID .

C: 1M (BGP) - $hiR. BGPR—FHABEEMERHRIMY, XHrFMIIs.

D: SR 2% (OSPF) - 1R, OSPFR—FHRZBM XN (IGP) , XIFFTMKIH.
Therefore the answer is : A

FLERZ: A

- /
Figure 7: An example of zero-shot evaluation in the CoT setting.Black font represents prompts
in English. Purple font represents prompts in Chinese. Red font represents the model’s output in
Chinese. Dark red font represents the model’s output in English.

/Here is a single-answer multiple choice question about Networking Fundamentals. \
XX FRAERMMIRNEERIEFER, FEESE ERSRNET.

Which devices can transmit packets across multiple networks and use tables to store network
addresses to determine the optimal destination?

frak &I UES I MEZ BEREER, HiEAREFENSBIEMRERERND?

A: Hubs B: Firewalls C: Routers D: Switches

A %R B BikdE CBEHR D il

Answer: A-Hubs-, B-Firewalls:~, C-Routers--, D-Switches. So the answer is C.

B A-RLEH-, BBk, C-BREB - D-RHL . FINEREC.

... [3-shot examples] ...

Here is a single-answer multiple choice question about Network Implementations.
IMTATRELMANRIEEFR, BFEESEEHERMIEI.

Which TCP/IP routing protocol among the following does not incorporate the subnet mask in its
route update messages, thereby hindering its support for subnetting?

IXTERANTCP/IPER RN EE HER R EFE S P A BT MEHl, MR EZFFMYD?

A: Routing Information Protocol, version 1 (RIPv1) B: Routing Information Protocol, version 2 (RIPv2)
C: Border Gateway Protocol (BGP) D: Open Shortest Path First (OSPF)

A BRERERMY, BRAL (RIPvL) B: EEHEEMNE IR (RIPv2)

C: 15 MY (BGP) D: FF AL (OSPF)

Answer: A-Routing Information Protocol-. So the answer is A.

& A-BBEERIMNL -, FTIABEREA.

(& )
Figure 8: An example of few-shot evaluation in the CoT setting.Black font represents prompts in
English. Purple font represents prompts in Chinese. Red font represents the model’s output in
Chinese. Dark red font represents the model’s output in English.
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Table 4: LLMs’ overall performance on wired network operations test set

English Test Set Chinese Test Set
Model
Zero-shot 3-shot Zero-shot 3-shot
Naive SC  CoT CoT+SC Naive SC CoT CoT+SC Naive SC CoT CoT+SC Naive SC  CoT CoT+SC

GPT-4 / / / / / !/ 88.70 / / / / / / / 86.00 /
Qwen-72B-Chat 7041 7050 7238 7256 7032 7032 70.13 7022 65.77 6586 68.13 6830 69.40 69.40 69.99 70.08
GPT-3.5-turbo 66.60 66.80 69.60 72.00 6830 6830 70.90 72.50 5840 58.60 64.80 67.60 59.20 59.70 6520 67.40
ERNIE-Bot-4.0 61.15 61.15 70.00 70.00 60.00 60.00 70.00 70.00 67.54 67.54 7196 71.96 72.00 72.00 78.00 78.00
Qwen1.5-14B-Chat 5490 3488 64.09 60.82 5223 65.55 59.54 47.08 54.04 4518 6256 59.12 5878 61.10 6343 525
Devops-Model-14B-Chat  30.69 30.59 5577 63.63 63.85 61.96 41.15 4401 47.59 46.57 5252 56.01 62.07 60.08 50.59 55.79
Qwen-14B-Chat 4378 4781 56.58 5940  62.09 59.70 49.06 55.88 4835 4881 5535 5740 5853 56.12 52.12 5499
LLaMA-2-13B 41.80 46.50 53.10 5870 53.30 53.00 56.80 61.00 29.70 31.60 51.60 57.00 39.60 38.90 48.00 50.60
Gemma-7B 25.09 2509 50.86 50.86 59.02 59.12 50.77 50.77 31.58 31.58 4759 4759 3468 34.68 48.88 48.88
LLaMA-2-70B-Chat 2529 2529 5797 58.06 5297 5297 5855 5855 3855 3855 5749 5749 49.09 49.09 4857 4857
Internim2-Chat-20B 56.36 56.36 26.18 26.18 6048 60.48 45.10 45.10 5749 5749 57.14 57.14 59.12 59.12 50.77 50.77
Internlm2-Chat-7B 49.74 4974 56.19 56.19 4820 4820 49.74 49.74 5749 5749 57.14 57.14 59.12 59.12 50.77 50.77
LLaMA-2-7B 39.50 40.00 4540 4950 4820 46.80 52.00 5520 29.80 30.20 50.10 55.60 38.60 40.80 45.60  50.40
Qwen-7B-Chat 4590 46.00 4730 50.10 5210 51.00 4830 49.80 29.60 29.90 50.60 53.50 5040 46.90 4690 47.70

Baichuan2-13B-Chat 37.90 3830 4270 46.60 51.90 51.60 44.50 4745 44.60 4540 41.60 4430 4560 4570 43.90 46.70

Note: The best accuracy of each language for each LLM is in bold font.

Table 5: LLMs’ overall performance on 5G communication operations test set

English Test Set Chinese Test Set
Model
Zero-shot 3-shot Zero-shot 3-shot
Naive SC  CoT CoT+SC Naive SC CoT CoT+SC Naive SC CoT CoT+SC Naive SC CoT CoT+SC

GPT-4 / /5630 6549 / / 59.62  63.54 / /5719 62.11 / /6155 65.68
Qwen-72B-Chat 53.19 53.19 5525 5552 5813 58.13 5872 5899 6479 6479 6579 6572 70.19 70.19 6831 6838
InternLM2-Chat-20B 39.10 39.10 37.70 3770 47.70 47.70 3350 33.50 44.60 44.60 47.00 47.00 62.20 62.20 3830 38.30
Qwen-14B-Chat 3371 3625 4124 4251 5119 5039 57.18 59.18 4171 41.44 4558 4798 5352 4992 5472 58.85
DevOps-Model-14B-Chat  31.04 30.51 42.84 4737 5225 4938 4590 4723 41.04 4270 4871 5357 56.85 57.25 5130 5429
ERNIE-Bot-4.0 43.66 43.66 51.99 51.99 4400 44.00 50.00 50.00 4599 4599 4898 4898 46.00 46.00 54.00 54.00
LLaMA-2-70B 23.64 23.64 3931 3931 3898 39.12 47.90 47.90 2438 2438 43.63 43.63 44.65 4465 48.84 48.84
Mistral-7B 2691 2691 30.65 30.65 40.52 40.52 46.84 46.84 1.27 127 4205 4205 3072 30.72 46.44 46.44
InternLM2-Chat-7B 36.80 36.80 31.70 3170  46.30 46.30 36.90 36.90 38.80 38.80 44.60 44.60 46.00 46.00 3580 35.80
Gemma-7B 23.10 23.10 34.40 3440 2140 2140 33.10 33.10 2730 27.30 3540 3540 17.30 17.30 44.50 44.50
LLaMA-2-13B 15.62 1832 29.88 3445 23.16 29.14 3759 443 2543 27.16 29.17 2999 36.56 36.15 37.70  39.02
GPT-3.5-turbo 3492 3482 3853 43.50 3940 39.19 4093 4258 3698 36.83 3795 3925 39.17 39.77 4193 42.15
Qwen-7B-Chat 33.85 33.74 3245 3410 3291 3270 36.65 36.65 3627 36.50 3327 3351 4222 4059 31.28 31.46
ChatGLM3-6B 3040 30.40 30.70 30.70 2690 2690 37.20 37.20 32.60 32.60 3540 3540 2830 28.30 40.90 40.90
Baichuan2-13B-Chat 14.10 1530 24.10 2580 3230 33.10 2560 27.70 35.64 3591 30.59 30.52 3465 356 3021 32.05
LLaMA-2-7B 19.14 21.62 2570 27.11 21.38 2485 3238 34.83 2357 2347 27.65 29.26 30.30 30.03 3098 31.93
Gemma-2B 20.10 20.10 2420 2420 31.20 3120 3550 3550 2560 25.60 2830 2830 19.10 19.10 3550 35.50

Note: The best accuracy of each language for each LLM is in bold font.

Table 6: LLMs’ overall performance on database operations test set

English Test Set Chinese Test Set
Model
Zero-shot 3-shot Zero-shot 3-shot
Naive SC  CoT CoT+SC Naive SC CoT CoT+SC Naive SC CoT CoT+SC Naive SC  CoT CoT+SC

GPT-4 / /o 59.02 6456 / /5835 6258 / /5938 6517 / / 44.06  48.09
InternLM2-Chat-20B / /5921 5921 / / / / / / / / / / / /
ERNIE-Bot-4.0 43.80 43.80 47.14 47.14 46.00 46.00 54.0 54.0 4856 4856 50.64 50.64 48.00 48.00 54.0 54.0
Gemma-7B 1429 1429 3099 3099 2.60 260 4386 4386 1932 1932 5395 5395 1851 1851 5.20 5.20
Qwen-72B-Chat 47.28 4748 48.09 48.09 49.70 49.70 43.46 43.66 4829 4849 4950 49.70 49.70 49.70 4527  44.87
GPT-3.5-turbo 38.63 38.83 40.04 42.05 36.62 37.63 42.66 43.86 36.42 3581 3924 4326 39.84 39.44 27.16 27.77
Qwen-14B-Chat 2495 2837 33.00 36.62 27.97 2837 27.97 24.14 2757 2757 3239 36.02 40.04 3541 30.38 33.40
DevOps-Model-14B-Chat  25.15 26.96 3541 38.83 3320 34.81 2736 2736 2475 2274 2837 27777 36.62 37.02 2757 2636
LLaMA-2-70B 19.72 19.72 2797 2797 2656 26.56 32.6 32.6 1529 1529 34.81 34.81 26.76 26.76 33.80 33.80
Qwen-7B-Chat 1891 19.11 22.13 2394 2676 25.55 34.81 34.81 1851 17.71 27.36 2837 29.78 29.58 33.60  33.60
LLaMA-2-13B 16.10 20.32 2394 29.58 20.12 2233 2435 33.80 23.94 2435 29.58 31.99 2455 2676 21.13  20.72
LLaMA-2-7B 22,13 23.74 23.74 2656 1932 20.52 2877 33.60 2072 20.72 27.16 2797 21.53 1851 1831 17.91
Mistral-7B 17.10 17.10 26.76 26,76  31.19 31.19 2797 2797 020 020 2676 2676 1026 1026 3219 32.19
InternLM2-Chat-7B 27.16 27.16 28.17 28.17 2998 29.98 30.18 30.18 2857 2857 3179 3179 30.78 30.78 31.19 31.19
ChatGLM3-6B 2093 2093 25.15 25.15 2475 2475 2918 2918 2133 21.33 2897 2897 21.73 21.73 29.58 29.58
Baichuan2-13B-Chat 17.10 19.11 1871 2294 2596 26.56 20.93 2455 2575 2555 20.12 21.33 27.77 26776 22.74 2475
Gemma-2B 16.90 1690 19.52 19.52 16.10 16.10 2475 2475 1851 1851 2495 2495 21.53 21.53 27.77 27.77

Note: The best accuracy of each language for each LLM is in bold font.

C.5 Performance on Different Quantization Models

Figure [9] shows the accuracy of LLaMA-2-70B of different quantization parameters on objective
questions, English and Chinese questions respectively. We do both zero-shot and few-shot evaluation
with the naive setting.

11



English Set Chinese Set
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LLaMA-2-70B LLaMA-2-70B-Int4 LLaMA-2-70B-Int3
Figure 9: LLaMA-2-70B’s performance of different quantization parameters. Both zero-shot and

few-shot evaluations have been conducted on Wired Network Operations test set under the naive
setting.

LLaMAZ2-70B-Int4 can achieve an accuracy close to LLaMA-2-70B without quantization. Specifi-
cally, on English multi-choice questions, the accuracy of the GPTQ model with 4-bit quantization
parameters is 3.50% lower in zero-shot evaluation and 0.27% in few-shot evaluation compared
to LLaMA-2-70B. As for Chinese questions, the accuracy of LLaMA2-70B-Int4 is 3.67% lower
in zero-shot evaluation and 5.18% in few-shot evaluation compared to LLaMA-2-70B. However,
LLaMAZ2-70B-Int3 has a performance degradation that cannot be ignored. On average, the accuracy
of LLaMA2-70B-Int3 in English set has a 12.46% degradation compared to LLaMA-2-70B and a
9.30% degradation compared to LLaMA2-70B-Int4.

C.6 Performance on Different Languages

GPT-3.5-turbo 1
LLaMA-2-13B
LLaMA-2-7B
InternLM-7B
Chinese-Alpaca-2-13B 1
Qwen-7B-Chat q
ChatGLM2-6B
Chinese-LLaMA-2-13B
Baichuan-13B-Chat {
Baichuan2-13B-Chat { English

Chinese

10 20 30 40 50 60 70 80
Accuracy (%)

Figure 10: LLMs’ few-shot performance on English/Chinese test set (CoT+SC)

In Figure we compare the few-shot performance of various LLMs under the CoT+SC setting
for both English and Chinese questions. Notably, some of the LLMs that have undergone specific
training or fine-tuning with Chinese language corpus, such as Chinese-Alpaca-2-13B, Qwen-7B-Chat,
and ChatGLM2-6B, still perform better in answering English questions than Chinese ones.

Despite the observed fact that performance tends to be lower for Chinese questions compared to the

original English questions, we can still glean valuable insights into the language capabilities of the
LLMs. Notably:

1. ChatGLM2-6B experiences the smallest decline in performance when transitioning to Chinese
questions. This improvement can be attributed to its substantial exposure to Chinese language
data during training rather than simple fine-tuning on top of an existing base model.

2. LLaMA-2-13B exhibits the most significant drop in performance when switching to Chinese
questions. This indicates that the shift in language impacts LLMs’ general understanding ability
and capacity to extract domain-specific knowledge.

We also observe an interesting phenomenon with the Baichuan-13B-Chat in the 3-shot evaluation
with the CoT+SC setting, where its performance in Chinese questions significantly outperforms

12



in English. We examine the LLM’s outputs and analyze a sample question to shed light on this
phenomenon in Appendix [C.9.4]

C.7 Expert alignment of FAE-Score
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Figure 11: Scatter plot and trendline of FAE-Score compared to Expert Evaluation score.

As depicted in Figure [IT} the FAE-Score demonstrates a strong positive correlation with Expert

Evaluation Score, making it a valuable and effective substitute for automated evaluation.

C.8 Leakage Test Example

[ Original Question

] [ Mock Question

Your network currently utilizes 802.11ac for all client computers.

Recently, there has been a relocation of several users from one office

space to another, resulting in an increase in the number of users in

the area from 20 to approximately 50. As a result, both new and old

users have reported experiencing significantly slower network

transfer speeds. What is the most probable cause of this issue?

A. The current 802.11ac standard is unable to support such a high
number of concurrent users.

. The distance between the wireless access point and the users is
too great.

. The wireless access point is unable to accommodate the

increased number of users.

The new users are equipped with 802.11n network cards.

@

o

o

Your network uses 802.11ac for all client computers. Recently,
several users moved from one office space to another, increasing the
users in the area from 20 to about 50. Now, both new and old users
are reporting very slow network transfer speeds. What is most likely
the cause of the problem?

A. 802.11ac can't support that many concurrent users.
B. It's too far from the wireless access point.

C. There are too many users for one wireless access point.

D. The new users all have 802.11n network cards.

Leo(Model A): 2.126566
Liesx(Model B): 1.665372

L(Model A): 2.121720
L.«(Model B): 2.562153

|

AL(Model A): +0.004846
AL(Model B): -0.896781

)

Figure 12: An example for leakage Test.

Figure [I2] shows an example for leakage test. Note that the mock question is a paraphrase of the
original question, but uses different vocabulary and phrasing. The difference in AL for Model B
suggests that there may be potential leakage in the original question.

C.9 Case Study

C.9.1 Failure cases of OpsEval questions

Figure[T3]illustrates three instances of failure in certain LLMs. The primary reasons for these failures
are typically attributed to either a deficiency in domain knowledge or a lack of comprehension of
domain knowledge.

C.9.2 Case analysis on QA metrics

Figure [[4]illustrates an example where BLEU/ROUGE fail to pick up important keywords and are
influenced by the repeated pattern attack, while FAE-Score avoids these two issues.
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Scenario: DevOps
Task: Monitoring and Alerting

Wired Network
Network Configuration

Scenario:
Task:

5G Communication
Fault Analysis and Diagnostics

Scenario:
Task:

Which of the following telemetry
classes is the best for seeing
historical trends?

The network administrator needs to
add a computer to an IPv6 subnet.
Which of the following IPv6
addresses is in the same subnet as

A user purchased an 802.11ac wireless router.
After connecting a laptop with an 802.11ac
adapter to the wireless network, they noticed
that the laptop could only connect at 300 Mbps.

A: Logs 2601:0:0:0f:1a:308c:2ach:fee2? What is the most likely cause?

B: Timeseries

C: Traces A: "2601::0f:308c:47:4321° Reference Answer:

D: Metrics B: "2601::0f:ab:cd:123:4a" Given the speed (300 Mbps) it is likely connecting
C: “fe80:ab:bc:0f:1a:308c:2abc:fee5’ to an 802.11n network. Verify the SSID name of

Answer D: "2601:0:0:0x::2ach:ac01" the 802.11ac router and ensure that the laptop is

D connecting to the correct new network.
Reference Answer:

Qwen-7B-Chat B GPT-3.5-turbo:

B. Timeseries The wireless signal is being interfered with or
GPT-4 blocked by other wireless devices, electronic
D \devices, or physical obstructions (such as walls).

Failure Reason:
Failed to build connection between domain
knowledge (300Mbps would not be ac).

Failure Reason:
Lack of advanced network knowledge

Failure Reason:
1. Lack of domain knowledge
2. Poor analytical thinking

Figure 13: LLMs’ failure cases of OpsEval questions.

Question: In the context of system maintenance, explain how you would handle intermittent connectivity issues in a critical application.
Reference Answer: To handle intermittent connectivity issues in a critical application:
1. Initial Diagnosis:
- Logs: Check application logs (. ), server logs (
- Metrics: Monitor CPU (io7), memory ( ), and network usage (
- User Reports: Gather details on when and how the issue occurs.
2. Potential Solutions:
- Network: Use and to identify issues. Check for DNS errors in
- Server: Ensure the server isn't overloaded (check load average using uptime).
- Application: Roll back recent changes ( ), debug (using ), and fix bugs.
L Database: Check for slow queries (use ) and optimize performance.

), and network logs ( ).
) for anomalies.

J
( )
To address sporadic connectivity issues, first we should perform To handle intermittent connectivity issues in a critical application:
analysis on the following aspects: - Diagnose the application logs located at . These logs can provide
1. User Tickets: Get user issue details. valuable information about what might be causing the connectivity issues.
2. Logs: Review logs (/' ). Look for anomalies, monitor system metrics reports, including CPU usage with the top
3. Metrics: Use commands like htop, to check for command, memory usage with free -m, and network usage with . These metrics
system status. can help you handle intermittent connectivity issues in a critical application. For
Then, we can implement the following measures: network issues, use tools like ping and traceroute to handle intermittent connectivity
1. Serivce level: Revert changes that may be detrimental to the online issues. Ensure the server is not overloaded by checking the load average using the
services. command. If necessary, optimize resource usage to prevent overload. If
2. Database level: Optimize slow queries ( ). recent changes have been made to the application, consider rolling them back using
3. Network level: Use and . Verify . Check for slow queries in database. Optimize these queries to improve
4. Server level: Check load ( ). Optimize resources. Kdatabase performance and reduce connectivity issues. )
N )
BLEU: 0.1030 Fluency: 3 BLEU: 0.1692 Fluency: 1
ROUGE-L: 0.2874 Accuracy: 3 ROUGE: 0.2826 Accuracy: 2
L FAE-Score: 8 Evidence: 2 ) \FAE-Score: 4 Evidence: 2

Figure 14: Case analysis on QA metrics
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Here is a single-answer multiple choice question about Networking.

U R F MM R M, FEEAH ERERNIEI.

What type of server can host files for easy access and downloading, similar to how a web server serves
web pages?

T AKEM PRS2 0] IR E S IMER MR IFE A TE, KM FWebfRS /IR HEWeb NEAI TR ?

A: FTP server  B: Proxy server C: File server D: DNS server

A FTPRRS =8 B RIERER: C: XHRRSE % D: DNSHR %%

Let's think step by step.
AERTEAETD 7 :

The answer is C.

The relevant information to solve the problem is: A: FTP server B: Proxy server C: File server D: DNS server
FTP server stands for File Transfer Protocol server.

Thus, the answer is C.

This is the relevant information to solve the problem.

T EE TFTPERSG RS, RIEMRSEE, XHRESH[BADNSIEERNEARS, TEF4EIER TS
—ET . Bk C. BER: C

Therefore the answer is : FTP server
HILERZ: C
(. )
Figure 15: A failed CoT example Generated by InternLM-7B on zero-shot evaluation under the
CoT+SC setting in Chinese. Original lines in black are annotated by Chinese version in purple, the
dark red and the red text are model’s corresponding output.

Here are single-choice questions related to networks. Please provide the correct answer
directly.

What network segmentation technique reduces the broadcast domain and provides an
added layer of security among users on the same network?

A: VPN B: VLAN  C: UPS D: SQL

Zero-shot Answer:

B

3-shot Answer:

A For the following multiple-choice questions about networking, networking, network

construction, and interpersonal networks, please directly give the correct answer option.

What technology can be used to share files on the Internet? A: Virtual private network B:

Virtual local area network C: Uninterruptible power supply system D: SQL (Structured

Query Language) Answer: B For the following multiple-choice questions about

networking, networking, network construction, and interpersonal networks, please Give

the correct answer option directly. What technology can be used to implement email on
\the Internet? A: Virtual private network [Model’s output truncated here]

J
Figure 16: A failed 3-shot example Generated by Qwen-7B-Chat on both zero-shot and few-shot
evaluations under the naive setting in Chinese.

C.9.3 Case study: Why advanced settings sometimes lack behind

In certain cases, more advanced evaluation methods surprisingly lead to poorer results. We analyze to
understand the potential reasons behind this phenomenon. 1) Some models may respond poorly to the
guidance provided by the CoT prompts when required to think step by step, leading to subpar outputs.
Figure[T3]is one of the examples where CoT failed: the model tested cannot comprehend the idea of
thinking step by step. Thus, instead of analyzing each option, it repeated the question and came to its
answer directly. Even though the model correctly answered “FTP server” when asked in English,
it failed to give the expected option A. This failed case inspires the need for few-shot prompting
when applying the CoT method. 2) Few-shot prompts may lead some models to believe that the task
involves generating questions rather than answering them, resulting in performance issues. Figure [I6]
provides an example to the problem mentioned above.

C.9.4 Case study: How Baichuan outperforms in Chinese

Figure|17|shows an example where Baichuan-13B-Chat failed in the English 3-shot CoT+SC setting,
with correct English analysis from LLaMA-2-13B and correct Chinese analysis from Baichuan-13B-
Chat itself for comparison. The malfunctioned output generates an endless analysis for a single option
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with no punctuation, preventing itself from continuing to analyze the rest options. This observation
suggests that Baichuan-13B-Chat heavily relies on the input language (Chinese in this case) while
possessing a foundational knowledge base related to Ops.

K-[3—shot examples and int prompt]- \

A user reports that she cannot connect to a server on her network. Ed wants to identify the scope of the
problem, so he tries to reproduce the problem on the user's computer. The problem still remains. No
other users are reporting this problem. What is the next logical step that Ed should perform to identify
the affected area?

A: Verify that the local router is forwarding traffic. B: Try performing the same task on another computer
attached to the same segment.

C: Verify that the server is configured properly. D: Verify that the switch the client is connected to is
functioning.

—————————————————————————————— Baichuan-13B---English---=======mmmmm o
Let's think step by step. Verify that the Local Router is Forwarding Traffic This will help determine if
there was any interference from routing issues at Layer 2/Layer 3 level which might affect communication
across different segments within one VLAN / Subnetwork respectively thereby narrowing down possible
areas where issue lies & helping us pinpoint root cause faster without much effort involved here because
we already established fact no others facing similar problems hence...

[Model continues with long sentence and then truncated]

Therefore the answer is: [Model doesn’t have any output]

——————————————————————————————— Llama-2-13B---English----=- === == == oo oo oo
Let's think step by step.

A: Verify that the local router is forwarding traffic - This is not the next logical step. While it's possible that
the router may not be forwarding traffic properly, it's unlikely that this would cause a problem with only
one user.

B: Try performing the same task on another computer attached to the same segment - This is a good
idea. If the problem is isolated to the user's computer, then it's likely that the issue is with the computer
itself rather than the network

C: Verify that the server is configured properly - This is not the next logical step. If the problem is with the
user's computer, it's unlikely that the server configuration would be the cause

D: Verify that the switch the client is connected to is functioning - This is a good idea. If the switch is not
functioning properly, it could cause issues with merwowk connectivity.

AEBATEAET T :
A SR A B E B IEERIORE - MRAMPEEBRREIORE, BAMENS—MTTTEIR—
REHBSRB. Af, XANEEMFARTERSEDHAIE—RE.

B: S FE EHE 2 (R — M R A9 53
A. nRES—a1EN LR

ATEY ERTHRENES - BN SRN T ISHEENNAE—HEES
TESEAIES, AR E b ER B e MERES A,

c /LLH\A%{?‘%EE%@LE WRBRSHAEHELEE, THLSSEHHERN ERHBERFBGITENE
\ i XA A Qiﬁﬂﬂ”/\wu
PRABIET TIE - MRE P imERN R L SR E iR Th&ziﬁﬂﬁ

% i SR SR 0T
K & SEH

\Elﬂ:gﬁm B J

Figure 17: A failed English-answering example Generated by Baichuan-13B-Chat on few-shot
evaluation under the CoT+SC setting in both English and Chinese.

i MEAMBERRRHEE, BERSERT, Z/\\ SRR —E=REAT

D Annotation Guideline for OpsEval Categorization

D.1 Overview

In the OpsEval project, we aim to categorize operational and maintenance tasks within the industry.
This categorization process is pivotal for understanding the spectrum of tasks and the required abilities
to address them effectively. The process involves two primary steps: automated screening using
GPT-4 for initial topic modeling, followed by a manual review process involving domain experts.

D.2 Task Categorization
D.2.1 Objective

To categorize questions into one of eight distinct operational tasks based on industry relevance, task
frequency, and significance within operational settings.

D.2.2 Steps

1. Review Initial Categorization: Begin with the insights provided by GPT-4’s topic modeling.
Each question has been preliminarily categorized into one or more operational tasks.
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. Understand Task Definitions: Familiarize yourself with the details of the eight distinct

tasks outlined in the provided Appendix. Each task has specific criteria and examples to
guide your categorization.

. Assign Tasks: For each question, decide which of the eight tasks it belongs to. A question

should be categorized based on its core focus and the operational activity it pertains to.

. Justification: Briefly justify your choice, especially if a question seems to fit into more than

one category. Use the task definitions as a guide to support your decision.

D.2.3 Detailed Task Categorizations

1.

2.

General Knowledge: Questions related to foundational concepts and practices in the Ops
domain.

Fault Analysis and Diagnostics: Questions focusing on identifying and solving discrepan-
cies or faults in systems or networks.

. Network Configuration: Questions about optimal configurations for network devices to

ensure efficient and secure operations.

. Software Deployment: Questions dealing with the distribution and management of software

applications.

. Monitoring and Alerts: Questions on using monitoring tools to oversee system efficiency

and setting up alert mechanisms.

. Performance Optimization: Questions aimed at enhancing network and system perfor-

mance.

. Automation Scripts: Questions involving the creation of scripts to automate processes and

reduce manual intervention.

. Miscellaneous: Questions that do not fit into the above categories or involve elements from

multiple categories.

D.2.4 Task Categorization Template

Question ID:

Question: [Insert question text here]

Assigned Task:

Justification: [Provide a brief explanation for the task assignment here]

D.2.5 Example for Task Categorization

Question ID: 001

Question: What steps should be taken to configure a firewall to prevent unauthorized access
while allowing legitimate traffic?

Assigned Task: Network Configuration

Justification: This question specifically asks for optimal configuration strategies for a key network
device (firewall) to ensure security and efficient operation, aligning perfectly with the *Network
Configuration’ task.

D.3 Ability Categorization

D.3.1 Objective

To classify questions based on the required cognitive ability to answer them: Knowledge Recall,
Analytical Thinking, or Practical Application.

D.3.2 Steps

1.

Review Definitions: Read the descriptions of the three abilities in the provided Appendix.
Each ability category has distinct characteristics and examples.

2. Evaluate Questions: Assess the cognitive demand of each question. Consider what is

primarily required to answer the question effectively: recalling information, analyzing
data/situations, or applying knowledge in practical scenarios.
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3. Assign Ability Level: Determine the most appropriate ability category for each question.
Some questions may seem to require multiple abilities; choose the one that is most critical
for addressing the core challenge of the question.

4. Justification: Provide a rationale for your categorization, especially for questions that
may not clearly fit into a single category. Refer to the ability definitions to support your
categorization.

D.3.3 Detailed Ability Categorizations

1. Knowledge Recall: Requires recognizing and recalling core concepts and foundational
knowledge.

2. Analytical Thinking: Demands deeper thought to dissect problems, correlate information,
and derive conclusions.

3. Practical Application: Involves applying knowledge or analytical insights to provide
actionable recommendations.

D.3.4 Ability Categorization Template

Question ID:

Question: [Insert question text here]

Assigned Ability:

Justification: [Provide a brief explanation for the ability level assignment here]

D.3.5 Example for Ability Categorization

Question ID: 002 Question: How would you optimize the performance of a network experiencing
frequent bottlenecks?

Assigned Ability: Practical Application Justification: The question requires applying knowledge
of network systems and performance optimization techniques to propose specific solutions, hence
it falls under ’Practical Application’.

D.4 General Guidelines

* Consistency: Strive for consistency in your categorization decisions. If similar questions
are categorized differently, reassess your choices to ensure they align with the task and
ability definitions.

* Collaboration: When in doubt, discuss challenging questions with fellow experts. Collabo-
ration can help clarify ambiguities and refine the categorization process.

* Documentation: Keep detailed notes on your decisions, especially for questions that
required significant deliberation. This documentation will be valuable for future reference
and analysis.

By following these guidelines, you will contribute to a comprehensive and nuanced categorization of
operational tasks and required abilities. This effort is crucial for enhancing our understanding of the
operational landscape and the diverse skills professionals need to navigate it effectively.
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