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A Limitations001

This work is limited in several ways. Due to natural002

relative frequencies of various constructions, the003

dataset used for NtoN is unbalanced between the004

NtoN construction and pattern. This means that005

the training set for the classifier was quite small,006

because we ensured that training was balanced be-007

tween the different classes. While the probing clas-008

sifiers do achieve high accuracy, it is unclear how009

much accuracy is being capped by the limited data010

available. However, this fact, alongside our experi-011

ments with reduced training set sizes, indicate that012

the probes can learn with relatively little training013

signal.014

This is experiment is also limited in only con-015

sidering NtoN, as opposed to the broader NPN016

construction. This is an intentional choice, as “to”017

has the most semantic subtypes of NPN associ-018

ated with it. Future work is needed to see if the019

results here are robust to the inclusion of additional020

NPN examples with other lemmas into the dataset.021

We also only consider the English NPN construc-022

tion, though the construction has been observed023

in a range of languages, including Dutch, English,024

French, German, Norwegian, Japanese, Mandarin,025

Polish, and Spanish (Weissweiler et al., 2024).026

Finally, this work utilizes the probing classifier027

methodology, which has been criticized for provid-028

ing indirect/correlational evidence of linguistic in-029

formation in LM representations (Belinkov, 2022).030

Future work is needed to broaden the analysis to031

include other more direct, causal probing method-032

ologies (e.g. AlterRep, Ravfogel et al. 2021; MaPP,033

Karidi et al. 2021; Reconstruction Probing, Kim034

et al. 2022).035

B Annotation Information036

The entire dataset (6599 instances) were annotated037

by a team of two annotators. One annotator was038

a co-author of the paper. The other annotator was039

an undergraduate research assistant who received 040

course credit for their annotation work. During 041

annotation, roughly 400 examples were excluded 042

from the final dataset for including potentially of- 043

fensive content. The two annotators met to dis- 044

cuss any disagreements in their annotations and 045

to jointly decide on the gold label. All instances 046

which are used for training and testing are double 047

annotated and adjudicated in this manner. IAA be- 048

tween the two annotators before adjudication was 049

84%. 050
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