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In this Supplementary Material we provide more details on our dataset and open source releases. We
start with Ava-256, and continue with Goliath-4.

1 Ava-256

As promised in the main submission, we provide a comprehensive list of previous datasets compared
with the Ava-256 in Table 1. We include smaller scale datasets first—those with fewer than 60 ids or
less than 20 views, then larger-scale datasets, finally ours for comparison.
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Table 1: Summary of multi-view face datasets. Smaller scale dataset (fewer than 60 ids or 20
views) as shown first, then large-scale datasets, then ours.

Dataset name IDs Views
Sentences

+ expressions Images Resolution Size
Headset
captures

D3DFACS6 [2] 10 6 19-97 - 1 280 × 1 024 - ✗
CMU Multi-PIE [4] 337 15 6 750K 3 072 × 2 048 0.3 TB ✗

4DFAB6[1] 180 7 15 - 1 600 × 1 200 - ✗
MEAD [8] 48 7 (8) - 1 920 × 1 080 0.9 TB ✗
Interdigital Light-Field [7] 5 16 - - 2 048 × 1 088 0.1 TB ✗
Multiface [9] 13 40/150 168 15M 2 048 × 1 334 65.0 TB ✗
NerSemble [5] 222 16 25 31.7M 3 208 × 2 200 1.0 TB ✗

HUMBI Face [12] 6171 68 20 17.3M 200 × 1505 1.3 TB ✗

Facescape [10] 3592 68 20 400K 4 344 × 2 896 0.9 TB ✗

i3DMM4[11] 64 137 10 - - - ✗

RenderMe-360 [6] 5003 60 37/54 243M 2 448 × 2 048 5.8 TB ✗

Ava-256 Dome Captures (Ours) 256 80 35 217 M 2 048 × 1 334 32.0 TB ✓

1 We only found the data of 403 subjects available online. We have contacted the authors to clarify this discrepancy.
2 Out of 847 total subjects captured, only 359 subjects are available with multi-view image data.
3 500 captures are expected to be released later this year, but only 21 subjects are currently available online. 5.8 TB is the size of this
smaller subset containing about 4.2 % of the data, so we expect the final release size to be well over 100 TB.
4 We requested access to the dataset on May 20th but have not heard back at the time of submission, and are thus unable to obtain
more data about this dataset.
5 The head images are cropped from the full-body 1 920 × 1 080 image, and are thus of low resolution.
6 Dataset was not available on the website.

Dataset documentation and intended uses. We provide a dataset datasheet in the format pro-
posed by Gebru et al. [3] at https://github.com/facebookresearch/ava-256/blob/main/
DATASHEET.md.

Dataset and code URL. The URL for this dataset and associated code is https://github.com/
facebookresearch/ava-256. The README.md file has instructions on how to download the data.
We provide a simple python script (download.py) to download the entire dataset. The script can be
customized to download only certain assets, or a subset of the captures.

URL to Croissant metadata record. We have chosen not to provide a Croissant metadata record
for our dataset.

Author statement. The authors confirm that they bear responsibility in case of violation of rights.
The authors also confirm that the code and data are released under the CC-by-NC 4.0 License.

Hosting, licensing and maintenance plan. Our dataset is hosted in a public S3 bucket in AWS.
Please refer to download.py, our script which downloads all our data. The data, code and model
weights are available under the CC-by-NC 4.0 License. Maintenance is done by the Codec Avatars
Team at Reality Labs Research within Meta.

2 Goliath-4

Dataset documentation and intended uses. We provide a dataset datasheet in the format pro-
posed by Gebru et al. [3] at https://github.com/facebookresearch/goliath/blob/main/
DATASHEET.md.

Dataset and code URL. The URL for this dataset and associated code is https://github.com/
facebookresearch/goliath.

URL to Croissant. We have chosen not to provide a Croissant metadata record for our dataset.

Author statement. The authors confirm that they bear responsibility in case of violation of rights.
The authors also confirm that the code and data are released under the CC-by-NC 4.0 License.
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Hosting, licensing and maintenance plan. Due to the sensitive nature of the minimally-clothed
captures, this dataset is hosted at the moment as zips protected by password, and users should email
javierromero1@meta and julietamartinez@meta.com to obtain access to the password.

We have uploaded the links to the full 4 TB dataset at https://
fb-baas-f32eacb9-8abb-11eb-b2b8-4857dd089e15.s3.amazonaws.com/
goliath-for-review-full/index.html.

To ease the job of reviewers, we provide a small sample with 100 frames of each capture, which
can be used to run the baselines that we provide. The size of each small sample is less than
5 GB, and the combined size of all samples is only 39 GB. The links to download the smaller
samples are available at https://fb-baas-f32eacb9-8abb-11eb-b2b8-4857dd089e15.s3.
amazonaws.com/goliath-for-review-100frames/index.html.

The password for all the zip files is RLR-2015-2024.

The data, code and model weights are available under the CC-by-NC 4.0 License. Maintenance is
done by the Codec Avatars Team at Reality Labs Research within Meta.
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