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Figure 1: The learned router for PixArt-XL-2-512x512. The base solver is DPM-Solver with 20 NFEs.
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Figure 2: The learned router for U-ViT-H/2. The base solver is DPM-Solver with 20 NFEs.
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Figure 3: The learned router for DiT-XL-2. The base solver is DDIM with 20 NFEs.
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Figure 4: The learned router for PixArt-XL-2-512x512, distilled with LCM. The base scheduler is 4-step LCM.
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Figure 5: Comparison between L2C (left) and DPM-Solver (right) on PixArt-XL-2-512x512. Zoom in to see the details.



