A Further discussions

On Primal (parameter space) vs. Dual (feature space) dynamics: Although the cross-entropy
loss is convex, it does not admit an analytical solution, even in a simple logistic regression [103].
Importantly, it also does not have a finite solution when the data is linearly separable [6] (which is
the case in high dimensions [27]). As such, our study is concerned with characterizing the solutions
that the training algorithm converges to. A dual optimization approach enables us to describe these
solutions in terms of contributions of the training examples [43]. While primal and dual dynamics
are not guaranteed to match, the solution they converge to is guaranteed to match [21], and that is
what our theory builds upon.

For further intuition, we provide a simple experiment in app C, directly visualizing the primal vs. the
dual dynamics as well as the effect of the proposed spectral decoupling method.

The intuition behind Spectral Decoupling (SD): Consider a training datapoint = in the middle of
the training process. Intuitively, the model has two options for decreasing the loss of this example:

1. Get more confident on a feature that has been learned already by other examples. or,

2. Learn a new feature.

SD, a simple L2 penalty on the output of the work, would favor (2) over (1). The reason is that
(2) does not make the network over-confident on previously learned examples, while (1) results in
over-confident predictions. Hence, SD encourages learning more features by penalizing confidence.
Our principal novel contribution is to characterize this process formally and to theoretically and
empirically demonstrate its effectiveness.

From another perspective, here we describe how one can arrive at Spectral Decoupling. From Thm.
2, we know that Gradient Starvation happens because of the coupling between features (equivalently
alphas). We notice that in Eq. 9, if we get rid of S2, then the alphas are decoupled. To get rid of
S? , one can see that instead of ||@||? as the regularizer, we should have ||SV 7 6)||. Luckily, this is
exactly equal to ||7?|], since § = ®0 = UVTH. We would like to highlight that ||[SVT0||? as the
regularizer means that different directions are penalized according to their strength. It means that we
suppress stronger directions more than others which would allow weaker directions to flourish.

Then why not use Squared-error loss for classification too? The biggest obstacle when using
squared-error loss for classification is how to select the target. For example, in a cats vs. dogs
classification task, not all cats have the same amount of "catty features". However, recent results favor
using squared-error loss for classification and show that models trained with squared-error loss are
more robust [46]. We conjecture that the improved robustness can be attributed to a lack of gradient
starvation.

On using NTK: Theoretical analysis of neural networks in their general form is challenging and
generally intractable. Neural Tangent Kernel (NTK) has been an important milestone that has
simplified theoretical analysis significantly and provides some mechanistic explanations that are
applicable in practice. Inevitably, it imposes a set of restrictions; mainly, NTK is only accurate in
the limit of large width. Therefore, the common practice is to provide the theoretical analysis in
simplified settings and validate the results empirically in more general cases (see, e.g. [45, 24, 101]).
In this work, we build on the same established practices: Our theories analytically study an NTK
linearized network; and we further validate our findings on several standard neural networks. In fact,
in all of our experiments, learning is done in the regular "rich" (non-NTK) regime, and we verify that
our proposed method, as identified analytically, mitigates learning limitations.

Future Directions: This work takes a step towards understanding the reliance of neural networks
upon spurious correlations and shortcuts in the dataset. We believe identifying this reliance in
sensitive applications is among the next steps for future research directions. That would have a
pronounced real-world impact as neural networks have started to be used in many critical applications.
As a recent example, we would like to point to an article by researchers at Cambridge [86] where
they study more than 300 papers on detecting whether a patient has COVID or not given their CT
Scans. According to the article, none of the papers were able to generalize from one hospital data
to another since the models learn to latch on to hospital-specific features. An essential first step is
to uncover such reliance and then to design methods such as our proposed spectral decoupling to
mitigate the problem.
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B Experimental Details

B.1 A Simple Experiment Summarizing the Theory

Here, we provide a simple experiment to study the difference between the primal and dual form
dynamics. We also compare the learning dynamics in cases with and without Spectral Decoupling
(SD).

Recall that primal dynamics arise from the following optimization,
PNTINIE:
mein (1 log[l+exp(-Yy)|+ = ‘BH ) ,

while the dual dynamics are the result of another optimization,

1
max Hx) - N Z aY<I>0<I’gYTaT

Also recall that Spectral Decoupling suggests the following optimization,

. Al
g (11081 + exp (-Y9)]+ 51517 ).

We conduct experiments on a simple toy classification with two datapoints for which the matrix U
0.8 —0.6
0.6 0.8
where s1 € {2,3,4,5,6}. According to Eq. 13, when S = [2, 2], the dynamics decouple while in
other cases starvation occurs. Fig. 5 shows the corresponding features of z; and z». It is evident that
by increasing the value of s, the value of z] increases while z3 decreases (starves). Fig. 5 (left)
also compares the difference between the primal and the dual dynamics. Note that although their
dynamics are different, they both share the same fixed points. Fig. 5 (right) also shows that Spectral
Decoupling (SD) indeed decouples the learning dynamics of z; and z, and hence increasing the
corresponding singular value of one does not affect the other.

of Eq. 15 is defined as, U = ( . The corresponding singular values S = [s1, 52 = 2]
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Figure 5: An illustration of the learning dynamics for a simple 2D classification task. x-axis and y-axis
represent learning along features of 21 and z2, respectively. Each trajectory corresponds to a combination of
the corresponding singular values of s1 and s2. It is evident that by increasing the value of s, the value of
z] increases while z5 decreases (starves). (Left) compares the difference between the primal and the dual
dynamics. Note that although their dynamics are different, they both share the same fixed points. (Right) shows
that Spectral Decoupling (SD) indeed decouples the learning dynamics of z; and z2 and hence increasing the
corresponding singular value of one does not affect the other.

B.2 Two-Moon Classification: Comparison with other regularization methods

We experiment the Two-moon classification example of the main paper with different regularization
techniques. The small margin between the two classes allows the network to achieve a negligible loss
by only learning to discriminate along the horizontal axis. However, both axes are relevant for the
data distribution, and the only reason why the second dimension is not picked up is the fact that the
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training data allows the learning to explain the labels with only one feature, overlooking the other.
Fig. 6 reveals that common regularization strategies including Weight Decay, Dropout [95] and Batch
Normalization [49] do not help achieving a larger margin classifier. Unless states otherwise, all the
methods are trained with Full batch Gradient Descent with a learning rate of 1e — 2 and a momentum
of 0.9 for 10k iterations.

No regularization

‘Weight Decay

Training longer

Adam (Ir = 0.0001) Adam (Ir = 0.003)

45° rotation

Figure 6: The effect of common regularization methods on a simple task of two-moon classification. It can be
seen that common practices of deep learning seem not to help with learning a curved decision boundary. The
acronym “Ir”” for the Adam optimizer refers to the learning rate. Shown decision boundaries are the average
over 10 runs in which datapoints and the model initialization parameters are sampled randomly. Here, only the
datapoints of one particular seed are plotted for visual clarity.

B.3 CIFAR classification

We use a four-layer convolutional network with ReL.U non-linearity following the exact setup of
[72]. Sweeping A from O to its optimal value results in a smooth transition from green to orange.
However, larger values of A will hurt the IID test (zero perturbation) generalization. The value that
we cross-validate on is the average of IID and OOD generalization performance.

B.4 Colored MNIST with color bias

For the Colored MNIST task, we aggregate all the examples from both training environments. Table.
4 reports the hyper-parameters used for each method.

Method Layers Dim Weight decay LR Anneal steps Penalty coef
ERM 2 300 0.0 le-4 0/2000 n/a

SD 2 300 0.0 le-4 450/2000 2e-5

IRM 2 390 0.00110794568  0.00048985365 190/500 91257.18613115903

Table 4: Hyper-parameters used for the Colored-MNIST experiment. Hyper-parameters of IRM are obtained
from their released code. “Anneal steps” indicates the number of iterations done before applying the method.

More on Fig. 3. ERM captures the color feature and in the absence of any digit features (environment
4), the network’s accuracy is low, as is expected because of reverse color-label match at testing. More-
over, the ERM network is very confident in this environment (confidence is inversely proportional
to entropy). The SD network appears to capture the color feature too, with identical classification
accuracy in environment 4, but much lower confidence which indicates the other features it expects
to classify are absent. Consistent with this, in the case where both color and digit features are present
(environment 2), SD achieves significantly better performance than ERM which is fooled by the
flipped colors. This is again consistent with SD mitigating GS caused by the color feature onto the
digit shape features. Meanwhile, IRM appears to not capture the color feature altogether. Specifically,
when only the color is presented to a network trained with IRM, network predicts 50% accuracy
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with low confidence meaning that IRM is indeed “invariant” to the color as its name suggests. We
note that further theoretical justifications are required to fully understand the underlying mechanisms
in learning with spurious correlations.

As a final remark, we highlight that, by design, this task assumes access to the test environment for
hyperparameter tuning for all the reported methods. This is not a valid assumption in general, and
hence the results should be only interpreted as a probe that shows that SD could provide an important
level of control over what features are learned.

The hyperparameter search has resulted in applying the SD at 450" step. We observe that 450" step
is the step at which the traditional (in-distribution) overfitting occurs. This suggests that one might be
able to tune hyperparameters without the need to monitor on the test set.

For all the experiments, we use PyTorch [80]. We also use NNGeometry [31] for computing NTK.

B.5 CelebA with gender bias: The experimental details

Figure 4 depicts the learning curves for this task with and without Spectral Decoupling. For the
CelebA experiment, we follow the same setup as in [89] and use their released code. We use Adam
optimizer for the Spectral Decoupling experiments with a learning rate of 1e — 4 and a batch size
of 128. As mentioned in the main text, for this experiment, we use a different variant of Spectral
Decoupling which also provably decouples the learning dynamics,

. ke A <7
agn 1 (1og 1+ exp (-Y9)] + 51y 1)

B.5.1 Hyper-parameters

We applied a hyper-parameter search on A and y for each of the classes separately. Therefore, a
total of four hyper-parameters are found. For class zero, Ay = 0.088, o = 0.44 and for class one,
A1 = 0.012, 3 = 2.5 are found to result in the best worst-group performance.

During the experiments, we found that for the CelebA dataset, classes are imbalanced: 10875
examples for class 0 and 1925 examples for class 1; meaning a ratio of 5.65. That is why we decided
to penalize examples of each class separately with different coefficients. We also found that penalizing
the outputs’ distance to different values -y and v, helps the generalization. As stated in lines 842-844,
the hyperparameter search results in the following values: 2.5 and 0.44.

B.6 Computational Resources
For the experiments and hyper-parameter search an approximate number of 800 GPU-hours has been

used. GPUs used for the experiments are NVIDIA-V100 mostly on internal cluster and partly on
public cloud clusters.

C Proofs of the Theories and Lemmas

C.1 Eq. 7 Legendre Transformation

Following [50], we derive the Legendre transformation of the Cross-Entropy (CE) loss function.
Here, we reiterate this transformation as following,

Lemma 2 (CE’s Legendre transformation, adapted from Eq. 46 of [50]). For a variational parameter
a € [0, 1], the following linear lower bound holds for the cross-entropy loss function,

L(w) :=1log(l+e ) > H(a) — aw, (19)

in which w := yy and H (&) is the Shannon’s binary entropy. The equality holds for the critical value
of a* = =V L, i.e., at the maximum of r.h.s. with respect to .
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Proof. The Legendre transformation converts a function £(w) to another function g(«) of conjugate
variables «, £L(w) — g(«). The idea is to find the expression of the tangent line to £(w) at wy which
is the first-order Taylor expansion of £(w),

t(w,wo) = L{wo) + (W — wo) Vi L£|w=wo (20)
where t(w,wp) is the tangent line. According to the Legendre transformation, the function £(w) can

be written as a function of the intercepts of tangent lines (where w = 0). Varying wy along the x-axis
provides us with a general equation, representing the intercept as a function of w,

tHw=0,wp =w) = L(w) —wV,L. (21
The cross-entropy loss function can be rewritten as a soft-plus function,
L(w) = —logo(w) =log(1+e*), (22)
in which w := yg. Letting o := —V L = o(—w) we have,
1—
w = log ( a) ) (23)
e

which allows us to re-write the expression for the intercepts as a function of « (denoted by g(«)),

g(a) = L(w) —wV,L 24)
=L(w) + aw (25)
= —aloga — (1 — a)log(l — ) (26)
= H(a), (27

where H () is the binary entropy function.
Now, since L is convex, a tangent line is always a lower bound and therefore at its maximum it
touches the original function. Consequently, the original function can be recovered as follows,

L(w) = Jmax, H(a) — aw.

(28)

Note that the lower bound in Eq. 19 is now a linear function of w := yg but at the expense of an
additional maximization over the variational parameter . An illustration of the lower bound is
depicted in Fig. 7. Also a comparison between the dual formulation of other common loss functions
is provided in Table. 5.

L(w) = —logo(w)

Loss Primal form

Dual form

Cross-Entropy  log(1 + e~ %)

0<a<1

max [alT — oew}

max (0,1 — w) Jmax,
_a_

Hinge loss

Squared error

max [H (o) — aw]

Figure 7: Diagram illustrating the Legen-
dre transformation of the function £(w) =
log(1 + e~*) . The function is shown in blue,
and the tangent line is shown in red. The tan-
gent line is the lower bound of the function:
H(a) — aw < L(w).

(1-w)? maax[— 1a? + o — aw]

Table 5: Dual forms of other common different loss func-
tions. The dual form of the Hinge loss is commonly used in
Support Vector Machine (SVMs). For the ease of notation,
we assume scalar w and a.
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C.1.1 Extension to Multi-Class

Building on Eq. 65-71 of [50], which derives the Legendre transform of multi-class cross-entropy,
one can update Eq. 6 of the main paper to

C

—> yelog(iie) > H(a Za Jes (29)

c=1

where H («) is the entropy function, C' = #classes, and vectors of ¢ are defined for each class.
Then Eq. 8 of the paper is then updated to,

C
(H(a) - % 3 (6, — )T (5, — a®)T). (30)

With a change of variable o := §,, — a*, the theory of SD should remain unchanged.

C.2 Eq. 8 Dual Dynamics

In Eq. 7, the order of min and max can be swapped as proved in Lemma 3 of [50], leading to,

Hbinﬁ (0) = m&ixnbin <1 "H(a) - aYy + 2||9||2) .

The solution to the inner optimization is,
1

0T = 1Yo,

which its substitution into Eq. 7 results in Eq. 8.

C3 Eq.9

Simply taking the derivative of Eq. 8 will result in Eq. 9. When we introduce continuous gradient
ascent, we must define a learning rate parameter. This term is conceptually equivalent to the learning
rate in SGD, but in this continuous setting, it has no influence on the fixed point.

C4 Eq. 10 Approximate Dynamics

Approximating dynamics of Eq. 9 with a first order Taylor expansion around the origin of the second
term, we obtain

~ 7 <—loga - %aU (S*+ A1) UT) :

Proof. Starting from the exact dynamics at Eq. 9,

1

a=n (— loga +log (1 — ) — /\aUSQUT> , (31)

we perform a first-order Taylor approximation of the second term at « =0 :
log(1—a)=—-a+0(a?). (32)

Replacing in Eq. 31, we obtain
1
a~n ( logax — o — )\aUSQUT> , (33)
1
a~n (_ log o — aUIUT — )\aUSQUT> , (34)
1

amn (— loga — $aU (S*+ A1) UT> : 35)
O
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C.5 Thm. 1 Attractive Fixed-Points

Theorem. Any fixed points of the system in Eq. 10 is attractive in the domain «; € (0, 1).

Proof. We define
1-— Q; 1
filay) = n [ 1og L= — - 3 2 wikst ()i (36)
¢ ik

as the gradient function of the autonomous system Eq. 9.

We find the character of possible fixed points by linearization. We compute the jacobian of the
gradient function evaluated at the fixed point.

dfi(ey)

Jir =
k day,

(37

.
Ay

Ji =1 (—@-k laf(1—a)] =7t Zudsl ) (38)

The fixed point is an attractor if the jacobian is a negatlve—deﬁmte matrix. The first term is negative-
definite matrix while the second term is negative semi-definite matrix. Since the sum of a negative
matrix and negative-semi definite matrix is negative-definite, this completes the proof. O

C.6 Eq. 11 Feature Response at Fixed-Point

At the fixed point o*, corresponding to the optimum of Eq. 8, the feature response of the neural
network is given by,

1
Z* — XSQUTa*T

Proof. The solution to the converged 8™ at the Fixed-Point o* of Eq. 10 is,
1
0" = —a" Y ®,,
PRl
which by substitution into Eq. 4, Eq. 11 is derived.

C.7 Eq. 12 Uncoupled Case 1

If the matrix of singular values S? is proportional to the identity, the fixed points of Eq. 10 are given
by,

. AW 4 1) . SWATIS 4 1)
=T EE 5= e S o
where W is the Lambert W function.
Proof. When S? = 521, Eq. 10 becomes
1
Q= ( loga — yaU (s> + ) IUT> , (40)
. 1 2
axn —loga—xa(s —|—)\) . 41
Fixed points of this system are obtained when & = 0 :
242
0:n<—loga—s j\_ a), 42)
2
A
loga:—s j\_ a (43)
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The solution of this equation is
AWAT1s2 4+ 1)
= 44
% s2+ A “@4)
With z given by Eq. 11, we have
- SPW(ATs? 4+ 1)

T U, (45)

. SSWO st 41
zp = (32 + A ) Z“W (46)
O

C.8 Eq. 13 Uncoupled Case 2

If the matrix U is a permutation matrix, the fixed points of Eq. 10 are given by,
. AWOATLs? 1) L. SSW(ATLs2 4+ 1)
= A = -

* ¥ 47
v s+ A ’ J 24\ “7)

Proof. When U is a permutation matrix, it can be made an identity matrix with a meaningless
reordering of the class labels . Without loss of generality, we therefore consider U =1

1
a%n<—10ga—>\a(s2+/\)l>. (48)
Fixed points of this system are obtained when & = 0
1
0=mn (—logai - Xai (812 + )x)) , (49)
1
log a; = —y (s7+X) (50)

The solution of this equation is
AW(ALs2 4+ 1)

of = TG (51)
With z given by Eq. 11, we have

72" = §s21a*T, (52)

z; = W (53)

O

C.9 Lemma 1 Perturbation Solution

Proof. Starting from the autonomous system Eq. 10 and assumption in 1, we have
a=7n(-loga—aA) (54)
where

A =)\1US?+anut (55)

Since the off-diagonal terms are of order §, we treat them as a perturbation. The unperturbed system
has a solution ¢y given by case 2

ap; = a2y (56)
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We can linearize the autonomous system Eq. 10 around the unperturbed solution to find,

b~ (- log (af) — o) © diag (A) + % [ log (@) -~ a® diag (A)]| (e~ ag;)) .67

a7 (1-log(a®) - (diag (4) +ai ') 0.a) . (58)
We then apply the perturbation given by off-diagonal terms of A to obtain
d:n(l—log(a)—a{A—i-dlag( o 1)}), (59)

where diag (aé_l) is the diagonal matrix obtained from a(’j_l and where the inverse is applied
element by element.

Solving for &« = 0, we obtain the solution

a® = (1-log(ay)) {A + diag ( o 1)} B . (60)

C.10 Thm. 2 Gradient Starvation Regime

Theorem (Gradient Starvation Regime). Consider a neural network in the linear regime, trained
under cross-entropy loss for a binary classification task. With definition 1, assuming coupling between
features 1 and 2 as in Eq. 15 and s% > s%, we have,

*
dz3

2
dsy

<0, (61)
which implies GS.

Proof. From lemma 1, and with U given by Eq. 15, we find that the perturbatory solution for the
fixed point is

2 (.2 _ 2 w
a:: |:)\ (W (M) +1> (6\/1—52 (sg—s%)+>\e
/\+62(—s%)+52sg+s% 2 (52 2 2\ 2
w L +1 5(5 —1)(31—32)+
W<A+52(sf—s§>+s§>
)\+62(s?—sg)+/\e +s§
W<A+62(—s%)+52s§+s%> -1
(A+52§—(52—1)s§+,\e * H

)\+(52 —9 +5292+52 . w
{A( ( ) 1) | VI 5% (3 - s3) 4 Ae

<W<>\+52 2—52)+52>+1))

W(A+52(sffs§)+s§>
|:62 (62 — 1) (s? — sg) 2 + ()\ —+ 62 (sf — sg) —+ de + 53)
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We have found at Eq. 11 that the corresponding steady-state feature response is given by

1
z" = XSQUToﬁT (62)

In the perturbatory regime ¢ is taken to be a small parameter. We therefore perform a first-order
Taylor series expansion of z* around = 0 to obtain

Ats2
2 W(71> 2
53% (W (@).}1) A+ de x +s§ W(At\é2)
)\sfe

Afs? Ats3
W) o) (v (52) +)
T N oo T L) [ T ) [ CF)
A+ de +S% A+ de +S§ A+ de +S% A+ Xe +S§

(63)

o
zy =

57 Ats2 W(
) W(H%) o2 N2 553 (W ( Jf\ 1) + 1) A+ Xe
(v (351) +2) (v (352) +1)

%2 2 2 2 2
A+s A+s A+s A+s

( A ! ) 2 ( A : ) 2 ( A ! ) 2 ( A 2 ) 2

A+ e + s7 A+ e + s3 A+ e + s7 A+ e + s3

Taking the derivative of z5 with respect to s;, we find

TP RN [ Gk
- (65)

dst <A+AeW(Hﬁ> +s$> 2 </\+ Aew<¢> + s%)

Knowing that the exponential of the W Lambert function is a strictly increasing function and that
52 > s2, we find
1 2

*

dz;
dsg <0. (66)
1

O

C.11 Eq. 18 Spectral Decoupling

SD replaces the general L2 weight decay term in Eq. 5 with an L2 penalty exclusively on the
network’s logits, yielding

2

I°.

£(6) =1-log[1 +exp (~Y3)] + 5y

The loss can be written as,
A
£(6) =1-log[l+exp(~Yy)] + 5[ 6],
2

A
=1-log[l+exp(-Yy)]+ §HSVT0’

>1.[H(a) - aYy] + %HSVTOHQ.

Optimizing £ (8) wrt to 0 results in the following optimum,
1
0" = XaYtPOVS’QVT,

which by substitution into the loss function, the dynamics of gradient ascent leads to,
1-— 1 1-— 1
a=n|log ¥ _aqus?s2uT) = n | log Y o ,
a A o A

where log and division are taken element-wise on the coordinates of av and hence dynamics of each
«y; is independent of other avj;.

27



