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A Proofs

A.1 Background For Proofs: Cascaded Conformal Prediction

Cascaded conformal prediction (cascaded-CP) [25] is a technique that allows to prune prediction
sets sequentially for a single task, using a cascade of different non-conformity scores over m steps.
Since different statistical tests are applied to the data set, the multiple hypothesis testing (MHT)
problem arises, which leads to an increased family-wise error rate (i.e., false positives), making the
CP procedure invalid. Cascaded-CP makes use of p-value correction procedures M, such as Simes
corrections, to account for MHT problem. Cascaded-CP is formalized in Theorem A.1.

Theorem A.1 (Cascaded-CP [25]) For any sequence of non-conformity measures (Si, ..., Sm),
which yields p-values (P, ..., Py,) and o € [0,1], the prediction set C7(Xyest) at step j < m
is defined as:

C(Xpest) ={Y €Y : PV > a} (6)

where 15;’ is the corrected p-values using the procedure M for candidate y at step j. Then Vj €
[1,m], C7(Xyest) satisfies Equation 1, and C™(Xyest) C CF(Xyest)-

In this work, we show that Theorem A.1 can be extended to cover multiple tasks in cascade. Fur-
thermore, in our case the tasks are not required to share the same label space. By constructing a
knowledge graph facilitating semantic mapping between tasks, our approach accommodates differ-
ent tasks. Notably, Cascaded-CP can be seen as a sub-case of our work if all tasks are identical.

A.2 Proof of Theorem 3.1

We consider 2 tasks 7. and 7; that are performed sequentially. Our goal is to prove that the pre-
diction set C’IK RPS obtained by performing any CP procedure on the set C’l’C, which represents the
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semantic mapping M.._,; of the set CX PS5 satisfies 2 properties: marginal coverage, and semantic
consistency with respect to CKXEPS and .

Marginal Coverage First, we prove the marginal coverage property of the set ClK RPS that is:
PV, € CFRPS (Xpew)] 2 1 — @ 7)

The set CKXEP 9 is constructed using a CP procedure, meaning that it satisfies Equation 1, and we
have:
P[Y;est € OCKRPS<Xt€St)] 21—« (8)

The semantic mapping M._,; is a deterministic mapping that assigns a set of possible locations
to each element of CXFPS(X,. ;). Knowing that the true value of the subsequent task Y;., is
the image of the true value of the starting task Y,S,,, the resulting mapping set O (Xesr) =
M (CEEPS (X, +)) contains the Y/, with a probability that is at least equal to 1 — a, as
expressed in Equation 9.

P[Yig € O (Xpest)] > 1 - @ ©)

From the CP coverage Theorem 2.1, we can conclude the existence of a p-value P/ that satisfies:
PV, € CfM(Xiest)] > 1—a <= P[P} <] < (10)

At this step, we have two distinct p-values for the subsequent task 7;, namely Pl’C and P;. The
p-value Pl’C is employed in the construction of the set O, whereas P, is utilized for forming the set
C'(Xyest ), representing the CP-based set for task 7; independently of the knowledge provided by
the prior task 7, established on CXFFS,

Subsequently, we execute a cascaded-CP procedure using Theorem A.1 on the p-values Pj, Pl We
incorporate a p-value correction procedure denoted as M, resulting in corrected p-values P, P ,
and we have:

P[ test € C (Xtest) N Cl (Xtest” 2 l1—«

<~ P[ + € CKRPS(XtESt)} >1—«

tes

which is the result stated in Equation 3.

Semantic Consistency Our goal now is to show that the newly constructed prediction set Cf<#FS
is semantically consistent with respect to CX%FS and K. This result of semantic consistency comes
from the fact that for each element Y of CIKRPS, we have Y € CY(Xiest) N My (C¢(Xiest))s
meaning that ClK RPS C M._,;(C®(Xtest)), which gives the semantic consistency property.

Implications of Theorem 3.1 The direct implication of Theorem 3.1 is that we can further refine
the prediction sets generated by any CP procedure given K and a related task, by removing classes
that are not semantically consistent with other tasks, without losing the property of marginal cov-
erage, provided that the p-values are properly corrected. The semantic refinement in KRPS plays
an additional role in highlighting corner cases. In urban applications, it is typical to start with a
basic knowledge graph and incrementally add new class relationships as data becomes available.
This process, however, may encounter corner cases or semantic inconsistencies, like vehicles on
sidewalks, not covered by the knowledge graph. KRPS addresses these instances by outputting an
empty prediction set when a semantically consistent vehicle position cannot be found. This empty
set signals potential knowledge graph gaps or corner cases, prompting further investigation by end-
users. Updating the knowledge graph and performing a calibration step is sufficient to adapt to new
data without retraining the model.

A.3 Proof of Corollary 3.1

The sets CEEPS CERPS and, CERPS gare 3 prediction sets constructed using KRPS, in the de-
scribed order. Given this, our goal is to prove that CK &P 9 is semantically consistent with respect

13
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Transitive Conditional Semantic Consistency

Locations Actions
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Conditional C) Conditional C,

Semantic Consistency Semantic Consistency

Figure 3: Implications of Theorem 3.1 (blue) and Corollary 3.1 (green) on the semantic consistency.

to CEEPS and K. Since CXBPS is constructed based on Theorem 3.1, we have CXEPS i seman-
tically consistent with respect to Cf<#F5 and K, i.e.,

VY, € CKRPS 3y, € CERPS [y, € Mi_,.(Y7) (1)

KRPS KRPS
Cl Cl

Since is constructed using KRPS based on Theorem 3.1,
with respect to CXFPS and K and we have:

semantically consistent

VY, € CFFP5 3y, € CERPS Y € Moy(Ye) (12)

Based on Equations 11 and 12, we can establish that:

VY, € CKRPS 3y, ¢ CEKRPS /vy € Moq(Y.) (13)

Which gives that CKX %P9 i semantically consistent with respect to C<#PS and .

Implications of Corollary 3.1 Corollary 3.1 establishes the transitive properties of semantic con-
sistency, as defined using Definition 3.1. As depicted in Figure 3, this result implies that two pre-
diction sets from sequential tasks maintain semantic consistency, even if constructed independently,
as long as they are built in sequence relative to a shared task in the middle. This finding holds sig-
nificance as knowledge bases evolve over time with the inclusion of new tasks. Employing KRPS
ensures guarantees of semantic consistency with all prior tasks, by uniquely verifying semantic con-
sistency for the latest executed task.

B Structure of the Knowledge Graph

In the following, we provide more details about the knowledge graph used to model the semantic
relationships between the entities in the urban environment. We adopt a simple, yet effective on-
tological model based on the following semantic relationship: Agent performs action in location.
It is possible to adopt different task orders, e.g., Action is performed in location by agent. In our
setup, the classification of an agent, its location, and its action, correspond to different tasks, that are
performed by separate models or separate heads of a single model. This is to ensure that we consider
a multitask setup, in contrast to situations where a model outputs a triplet, which we consider as a
case of multi-class classification tasks.

We adopt the class labels provided by the ROAD and the Waymo/ROAD++ datasets® [1, 24] for
all the tasks that we consider. For Completeness, we report the list of agent, location, and action
classes, as they are described in the ROAD dataset, in Table 2, Table 3, and Table 4, respectively.

Based on the class labels for each task, the semantic mapping functions M, _,7,, where T; and T}
represent the start and the subsequent tasks, respectively, are constructed through the examination
of possible label assignments between the tasks in the training set. Table 5 summarizes the semantic
mappings M._,, and M_,;. The semantic mappings M,_,. and M, _,; are represented in Table 6.
Finally, the semantic mappings M;_,. and M,_,, are represented in Table 7.

3Waymo/ROAD++: https://sites.google.com/view/road-plus-plus/dataset
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Label Name

Abbreviation

Car

Medium Vehicle
Large Vehicle

Bus

Motorbike
Emergency Vehicle
Pedestrian

Cyclist

Vehicle Traffic Light
Other Traffic Light

Car
MedVeh
LarVeh
Bus
Mobike
EmVeh
Ped

Cyc

TL
OthTL

Table 2: List of agent classes and their abbreviations as reported in the ROAD dataset [1].

Label

Abbreviation

In vehicle lane

In outgoing lane

In incoming lane

In outgoing cycle lane
In incoming cycle lane
On left pavement

On right pavement
On pavement

At junction

At crossing

At bus stop

At parking

VehLane
OutgoLane
IncomLane
OutgoCycLane
IncomCycLane
LftPav

RhtPav

Pav

Jun

Xing

BusStop
parking

Table 3: List of used location classes and their abbreviations as reported in the ROAD dataset [1].

Label

Abbreviation

Moving away
Moving towards
Moving

Braking

Stopped
Indicating left
Indicating right
Hazard lights on
Turning left
Turning right
Moving right
Moving left
Overtaking
Waiting to cross
Crossing road from left
Crossing road from right
Crossing

Pushing object
Traffic light red
Traffic light amber
Traffic light green

MovAway
MovTow
Mov
Brake
Stop
IncatLft
IncatRht
HazLit
TurnLft
TurnRht
MovRht
MovLft
Ovtak
Wait2X
XingFmLft
XingFmRht
Xing
PushObj
Red
Amber
Green

15

Table 4: List of used action classes and their abbreviations as reported in the ROAD dataset [1]



Agent List of Actions List of Locations

Ped MovAway,MovTow,Mov,Stop, Wait2X, XingFmLft, XingFmRht, ~ VehLane,IncomLane,Pav,LftPav,RhtPav,Jun,xing,BusStop

Car MovAway,MovTow,Brake,Stop,IncatLft,IncatRht, TurLft, TurRht = VehLane,OutgoLane,IncomLane,Jun

Cyc MovAway,MovTow,Stop, TurLft, XingFmLft VehLane,OutgoLane,OutgoCycLane,IncomLane,IncomCycLane
Mobike ~ MovAway,MovTow,Brake,Stop,IncatLft,IncatRht,TurLft, TurRht ~ VehLane,OutgoLane,IncomLane,Jun

MedVeh  MovTow,Stop,TurRht, TurLft, Brake IncomLane,Jun,OutgoLane

LarVeh MovTow,Stop,TurRht, TurLft, Brake IncomLane,Jun,OutgoLane

Bus MovTow,Stop,XingFmLft VehLane,IncomLane,Jun, BusStop

Table 5: The semantic mappings between the agent classes and the action classes (M._,,), and the
agent classes and the location classes (M ._,;).

Action List of Agents List of Locations

MovAway Ped,Car,Cyc,MedVeh,Bus,LarVeh ~ VehLane,OutgoLane,OutgoCycLane,Pav,LftPav,RhtPav,Jun
MovTow Ped,Car,Cyc,MedVeh,Bus,LarVeh ~ VehLane,IncomLane,IncomCycLane,LftPav,RhtPav,Jun
Mov Ped Pav

Brake Car VehLane,Jun

Stop Ped,Car,Cyc,MedVeh,Bus VehLane,IncomLane,IncomCycLane,Pav,LftPav,RhtPav,Jun,BusStop
IncatLft Car VehLane,Jun

IncatRht Car IncomLane,Jun

TurLft Car,Cyc VehLane,Jun

TurRht Car,MedVeh IncomLane,Jun

Ovtak Car VehLane

Wait2X Ped LftPav,RhtPav

XingFmLft  Ped,Car,Cyc,Bus VehLane,IncomLane,Jun,xing

XingFmRht  Ped VehLane,IncomLane,RhtPav,Jun

Xing Ped,Cyc Xing

PushObj Ped LftPav,RhtPav

Table 6: The semantic mappings between the action classes and the agent classes (M, _,.), and the

agent classes and location classes (M ;).

Location List of Agents List of Actions

VehLane Ped,Car,Cyc,Bus MovAway,MovTow,Brake,Stop,IncatLft, TurLft, XingFmLft, XingFmRht
OutgoLane Car,Cyc MovAway

OutgoCycLane Cyc MovAway

IncomLane Ped,Car,Cyc,MedVeh,Bus  MovTow,Stop,IncatRht, TurRht,XingFmLft, XingFmRht

IncomCycLane Cyc MovTow,Stop

Pav Ped MovAway,Mov,Stop

LftPav Ped,Cyc MovAway,MovTow,Stop, Wait2X,PushObj

RhtPav Ped MovAway,MovTow,Stop, Wait2X, XingFmRht,PushObj

Jun Ped,Car,Cyc,MedVeh,Bus MovAway,MovTow,Brake,Stop,IncatLft,IncatRht, TurLft, TurRht, XingFmLft, XingFmRht
xing Ped XingFmLft

BusStop Ped.Bus Stop

parking Car parking

Table 7: The semantic mappings between the location classes and the agent classes (M;_,.), and
the location classes and action classes (M;_,,).
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550

551
552
553
554
555
556
557
558
559

560
561
562
563

565

566
567

Task Score  Method a=0.1 a=02 a=0.3 a=04 a=0.5
SS DTC SC SS DTC SC SS DTC SC SS DTC SC SS DTC SC
APS Stand 712 005 080[607 010 079]558 0.6 0.69 | 461 020 076 420 027 06l
KRPS 590 0.02 1.00 | 496 0.05 1.00 | 405 0.01 1.00 3.65 012 1.00 | 2.61 0.00 1.00

Location RAps Sand 266 007 089203 0I5 093 [ 170 025 095|156 034 096|146 043 095
KRPS 2.8 005 1.00 | 178 0.3 1.00 | 158 014 100 145 013 100 | 136 022 100

aps  Sand 977 005 075801 0.0 073 [814 020 072[572 030 070|656 0.14 0.69

Action KRPS 729 002 1.00 | 601 003 100|559 001 100 435 011 100|394 0.00 100

RAPS Stand 467 007 084394 013 087|399 023 086]254 025 092]295 037 09I
KRPS 382 0.03 1.00 | 3.26 0.02 1.00 | 327 013 100 222 015 1.00 | 252 0.17 1.00

Table 8: Results on the ROAD dataset for the task sequences {agent — location} and {agent —
action}.

Task Score  Method a=0.1 a=02 a=0.3 a=04 a=0.5
SS DTC SC SS DTC SC SS DTC SC SS DTC SC SS DTC SC
APS Stand 9.02 0.07 079|792 0.10 0.76 | 597 0.18 0.73|4.03 022 071 ]398 029 0.64
KRPS 750 001 1.00 | 599 0.06 1.00 | 400 0.01 1.00 324 0.4 1.00 | 273 0.05 1.00

Location RAps Stand 245 009 087 [207 0I5 091 | 187 023 093] 183 034 096 | 140 040 095
KRPS 201 004 100|204 010 1.00 | 135 014 100 117 009 1.00 | 110 0.09 1.00

aps  Sand 1041 005 077|684 003 074|602 0I5 0741536 012 078 483 020 068

Action KRPS 598 0.02 1.00 | 418 002 1.00 | 390 0.07 1.00 387 012 100|394 0.08 1.00

RAPS Stand 436 0.06 087303 0I5 089|248 0.06 086] 150 024 094120 037 090
KRPS 357 004 1.00 | 2.88 002 1.00]2.03 009 1.00 1.07 0.7 1.00 | 1.02 0.10 1.00

Table 9: Results on the Waymo/ROAD++ dataset for the task sequences {agent — location} and
{agent — action}.

C Results for Further Task Sequences

In Section 4.5, we reported results for sequences of 2 tasks: {agent — location} and {agent —
action} for « = [0.1,0.2,0.4]. In the following, we present more results on both datasets for
the full set of values of o = [0.1,0.2,0.3,0.4,0.5] for the sequences {agent — location} and
{agent — action} in Table 8 and Table 9, respectively. Furthermore, we present results using
sequences of 3 tasks on the ROAD dataset to show the capability of KRPS to handle sequences with
higher numbers of tasks and in different task orders. The 3-tasks sequences that we consider are:
Seql : {agent — action — location}, and Seq2 : {location — action — agent}. We use the
same evaluation set-up and data splits reported in the evaluation section in our paper. The results are
reported in Table10 and Table 11, respectively.

In all task sequences, KRPS still holds the theoretical coverage guarantees for all values of . More
importantly, KRPS achieves the desired coverage rates while being able to reduce the set size con-
siderably. The conditional semantic consistency also holds, as it is guaranteed by Theorem 3.1 and
Corollary 3.1. For all task sequences, the conditional semantic consistency for task 2 with respect to
task 1 and /C, task 3 with respect to task 2 and X, and task 3 with respect to task 1 and &, is 100%.

D Qualitative Results

In this section, we present further qualitative results on the ROAD and Waymo/ROAD++ datasets for
the task sequences {agent — action}, {agent — location}, and {agent — action — location}.

Task Score  Method a=0.1 a=02 a=0.3 a=04 a=0.5
SS DTC SC SS DTC SC SS DTC SC SS DTC SC SS DTC SC
APS Stand 982 005 0713814 010 065|691 0.I5 061 |[587 021 058510 026 056
KRPS 712 0.01 1.00 | 584 0.02 1.00 | 479 0.00 1.00 3.88 0.01 1.00 | 3.17 0.00 1.00

Action RAps Sand 473 007 084|398 013 087|316 018 00 [ 261 026 002|220 033 003
KRPS 384 006 1.00 326 012 1.00|265 017 1.00 224 015 1.00 | 1.93 021 1.00

aps  Stand 767 005 083 (677 0.4 082619 021 080]580 022 078|531 024 077

Location KRPS 633 0.01 1.00 [ 530 0.00 1.00 | 453 0.08 1.00 3.86 0.00 1.00 | 323 0.01 1.00

RAPS Stand 303 007 090|238 0.06 094]204 025 095]183 035 096 [ .69 035 096
KRPS 2.06 0.07 1.00 | 212 0.6 1.00 | 1.80 0.04 1.00 1.69 0.13 1.00 | 1.57 0.13 1.00

Table 10: Results on the ROAD dataset for the task sequence {agent — action — location}.
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569
570
571
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573
574
575
576

577
578
579
580

581
582
583
584
585

586
587
588

Task Score  Method a=0.1 a=02 a=0.3 a=04 a=0.5
SS DTC SC SS DTC SC SS DTC SC SS DTC SC SS DTC SC
APS Stand 982 005 072815 000 068|691 015 064 ]587 021 060|510 026 058
KRPS 735 0.00 1.00 6.02 0.00 1.00 | 491 0.00 1.00 | 3.97 0.00 1.00 | 3.20 0.01 1.00

Action RAPS Stand 473 007 082]398 0I5 085|316 020 089|261 026 091220 035 092
KRPS 38 0.06 1.00 324 013 1.00 | 2.64 018 1.00 | 223 025 1.00 | 1.93 032 1.00

APS Stand 700 006 053652 013 054|616 020 055576 027 056|548 033 055

Agent KRPS 345 0.00 1.00 3.07 0.00 100 | 274 0.00 1.00 | 236 0.00 1.00 | 2.03 0.01 1.00
RAPS Stand 1.55 008 092131 0.08 092122 027 097|116 027 097 [ 1.1I3 026 095

KRPS 131 008 1.00 119 0.10 1.00 | 1.14 017 1.00 | 1.11 0.27 1.00 | 1.08 0.26 1.00

Table 11: Results on the ROAD dataset for the task sequence {location — action — agent}.

D.1 Qualitative Results on the ROAD Dataset

Figure 4 shows 3 different scenes from the ROAD dataset with the agent of interest highlighted with
the red bounding box. For each bounding box, we perform the indicated CP procedure to acquire
the prediction sets for the agent classification task. Based on the agent prediction sets, we report the
generated prediction sets with and without KRPS using the Softmax, APS, and RAPS scores.

Figure 4a shows a scene with a car stopping in the outgoing lane. The prediction sets for the action
and location classification tasks demonstrate how KRPS achieved a substantial reduction for the
prediction sets. This reduction is particularly observable for the location task with the softmax and
APS scores, where the prediction set size is reduced by 4 classes.

Figure 4b shows a scene with a bus stopping in the vehicle lane. All approaches succeed in in-
cluding the correct labels in the prediction sets. The combination of KRPS with RAPS succeeds
in constructing a singleton for the tasks location and action classification. By applying KRPS, the
action and location classes that are not relevant to the agent class are removed.

Figure 4c showcases a scene with a bus moving towards in the incoming lane. Using KRPS, the size
of the prediction sets for the action classification is reduced by 50% for the softmax score, by 75%
for APS, and by 66% for RAPS. For the location classification task, KRPS reduced the prediction
set size by 50% for the softmax score, by 50% for APS. For RAPS, the prediction set is not reduced,
since both locations, incoming lane and junction are possible, given the agent class and its action.

The figures highlight the capability of KRPS to reduce the set size by removing action and location
classes that are not relevant to the agent. Theorem 3.1 ensures that this removal procedure does not
affect the marginal coverage property.
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Softmax

Agent(5): ['Car' 'MedVeh' 'EmVeh' 'LarVeh' 'Bus']

Action(4): ['Stop’ 'IncatLft' 'Brake’ 'IncatRht’]

Location(7): ['IncomLane’ 'OutgoLane’ 'Jun’ 'RhtPav' 'IncomCyclLane’ 'parking' 'OutgoCycLane']
KRPS :

Agent(5): ['Car' '"MedVeh' 'EmVeh' 'LarVeh' 'Bus']

Refined Action(4): ['Stop' 'IncatLft' 'Brake’ 'IncatRht']

1 Refined Location(3): ['IncomLane’ 'OutgoLane’ 'Jun’]

APS
Agent(5): ['Car' 'MedVeh' 'EmVeh' 'LarVeh' 'Bus']
{| Action(6): ['Stop' 'IncatLft' 'Brake' 'IncatRht' 'HazLit' 'MovAway']
Location(7): ['IncomLane' 'OutgoLane’ 'Jun' 'RhtPav' 'IncomCyclLane' 'parking"OutgoCycLane']
KRPS :
Refined Agent(5): ['Car' 'MedVeh' 'EmVeh' 'LarVeh' 'Bus']
Refined Action(5):['Stop’ 'IncatLft' 'Brake' 'IncatRht' 'MovAway']
Refined Location(3): ['IncomLane’ 'OutgoLane’ 'Jun’]

RAPS

Agent(1):['Car']

Action(2): ['Stop' 'IncatLft']

Location(4): ['IncomLane’ 'OutgoLane’ 'Jun' 'RhtPav’]
KRPS :

Agent(1): ['Car']

Refined Action(2): ['Stop’ 'IncatLft']

Refined Location(3): ['IncomLane’ 'OutgoLane’ 'Jun’]

(a) Scene of a car stopping in the outgoing lane from the ROAD dataset [1] with prediction sets using 3 scoring
functions for CP (Softmax, APS, RAPS) without and with KRPS.

Softmax

Agent(8): ['Bus' 'MedVeh' 'LarVeh' 'Cyc' 'Mobike' 'EmVeh' 'TL' 'OthTL']
Action(7): ['MovAway' 'Stop' 'Brake' 'HazLit' 'IncatRht' 'IncatLft' 'Amber']
Location(2): ['VehLane' 'OutgoCycLane’]

KRPS :

Agent(8): ['Bus' 'MedVeh' 'LarVeh' 'Cyc' 'Mobike' 'EmVeh' 'TL' 'OthTL']
Refined Action(2): ['MovAway' 'Stop']

Refined Location(2): ['VehLane' 'OutgoCyclLane’]

APS

Agent(8): ['Bus' 'MedVeh' 'LarVeh' 'Cyc' 'Mobike' 'EmVeh' 'TL' 'OthTL']

Action(8): [[MovAway' 'Stop' 'Brake' 'HazLit' 'IncatRht' 'IncatLft' 'Amber' 'Xing"Ovtak']
Location(2): ['VehLane' 'OutgoCycLane’]

KRPS :

Agent(8): ['Bus' 'MedVeh' 'LarVeh' 'Cyc' 'Mobike' 'EmVeh' 'TL' 'OthTL']

Refined Action(2):['MovAway' 'Stop']

Refined Location(2): ['VehLane' 'OutgoCycLane’]

RAPS

Agent(1):['Bus']

Action(2): ['MovAway' 'Stop' 'Brake' 'HazLit']
Location(1): ['VehLane’]

KRPS :

Agent(1): ['Bus']

Refined Action(1): ['Stop']

Refined Location(1): ['VehLane']

(b) Scene of a bus stopping in the vehicle lane from the ROAD dataset [1] with prediction sets using 3 scoring
functions for CP (Softmax, APS, RAPS) without and with KRPS.

Softmax

Agent(7): ['Bus' 'LarVeh' 'EmVeh' 'MedVeh' 'TL' 'Ped' 'OthTL']

Action(10): ['MovTow' 'IncatLft' 'Stop' 'IncatRht' 'TurLft' 'HazLit' 'Ovtak’ 'TurRht' 'XingFmLft' 'XingFmRht']
Location(8): ['IncomLane’ 'Jun' 'IncomCycLane' 'OutgoLane’ 'parking' 'OutgoCycLane' 'VehLane' 'BusStop’]
KRPS:

Agent(7): ['Bus' 'LarVeh' 'EmVeh' 'MedVeh' 'TL' 'Ped' 'OthTL']

Refined Action(5): ['MovTow' 'Stop' 'TurRht' 'XingFmLft' 'XingFmRht']

Refined Location(4): ['IncomLane’ 'Jun' 'VehLane' 'BusStop’]

APS

Agent(7): ['Bus' 'LarVeh' 'EmVeh' 'MedVeh' 'TL' 'Ped' 'OthTL']

Action(10): ['MovTow' 'IncatLft' 'Stop' 'IncatRht' 'TurLft' 'HazLit' 'Ovtak’ 'TurRht"XingFmLft' 'XingFmRht']
Location(8): ['IncomLane’ 'Jun’ 'IncomCycLane' 'OutgoLane’ 'parking' 'OutgoCycLane"VehLane' 'BusStop’ ]
KRPS:

Agent(7): ['Bus' 'LarVeh' 'EmVeh' 'MedVeh' 'TL' 'Ped' 'OthTL']

Refined Action(6):'MovTow' 'Stop' 'TurRht' 'XingFmLft' 'XingFmRht' 'Wait2X']

Refined Location(4): ['IncomLane’ 'Jun’' 'VehLane' 'BusStop’]

RAPS

Agent(1):['Bus']

Action(6): ['MovTow' 'IncatLft' 'Stop' 'IncatRht' 'TurLft' 'HazLit']
Location(2): ['IncomLane’ "Jun’]

KRPS:

Agent(1): ['Bus']

Refined Action(2): ['MovTow' 'Stop']

Refined Location(2): ['IncomLane’ 'Jun’]

(c) Scene of a bus moving towards in the incoming lane from the ROAD dataset [1] with prediction sets using
3 scoring functions for CP (Softmax, APS, RAPS) without and with KRPS.

Figure 4: Scenes from the ROAD dataset [1] with prediction sets using 3 scoring functions for CP
(Softmax, APS, RAPS) without and with KRPS.
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D.2 Qualitative Results on the Waymo/ROAD++ Dataset

Figure 5 shows 2 different scenes from the Waymo/ROAD++ dataset, characterized by challenging
situational and environmental conditions that may induce high uncertainty. The agent of interest is
highlighted with the red bounding box. We perform the indicated CP procedure for each bounding
box to acquire the prediction sets for the agent classification task. Based on the agent prediction
sets, we report the generated prediction sets with and without KRPS using the Softmax, APS, and
RAPS scores.

Figure 5a depicts a low-light scenario where a pedestrian crosses the street with a car in the back-
ground of the bounding box. The challenging lighting conditions and complex scene composition
contribute to uncertainty, prompting the model to assign vehicle-associated actions and locations
such as Brake and outgoing lane. using KRPS mitigates this confusion by restricting the subsequent
tasks to consider only classes suitable for pedestrians or bicycles, as determined by the agent classi-
fication model. KRPS notably reduces uncertainty and shrinks the prediction set size by 80%, 83%,
and 50% for softmax, APS, and RAPS predictions, respectively, for the action classification task.
For location classification, the prediction set size is reduced by 50%, 75%, and 50% for softmax,
APS, and RAPS, respectively.

Figure 5b illustrates a scenario where a pedestrian is crossing the street while pushing a bicycle.
This presence of the bicycle often misleads models for action and location to assign characteristics
typical of bicyclists, such as Brake and outgoing lane. KRPS addresses this issue by ensuring that
only classes suitable for either pedestrians or bicycles are considered, as dictated by the initial agent
classification results. This application of KRPS significantly reduces uncertainty and narrows the
prediction set size by 71%, 60%, and 66% for the softmax, APS, and RAPS predictions for the
action classification task, respectively. Similarly, for the location classification task, the prediction
set sizes are reduced by 66%, 50%, and 66% for softmax, APS, and RAPS, respectively.
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Softmax

IAgent(2): {"Cyc', 'Ped"}

IAction(5):{'Brake’, "TurLft','Stop’,'IncatRht’,'XingFmLft"}
Location(6):{'"VehLane', 'IncLane’,'Outgolane’,'"Jun’, 'Xing','BusStop"}
KRPS

JAgent(2):{'Cyc’, 'Ped’}

Refined Action(1): { XingFmLft"}

Refined Location(3): { 'Jun’, 'Xing','BusStop'}

IAPS

IAgent(2):{'Cyc', 'Ped}

|| [Action(6):{'Brake’, "TurLft','Stop’,'IncatRht','’XingFmLft','Park’}
Location(8):{'"VehLane', 'IncLane’,'Outgolane’,'"Jun’, 'Xing','BusStop’, Pav, ‘RhtPav'}
KRPS

JAgent(2):{'Cyc’, 'Ped’}

Refined Action(1):{ "XingFmLft"}

Refined Location(2):{ 'Jun’, 'Xing','BusStop'}

RAPS

IAgent(2):{'Cyc', 'Ped}
Action(2):{ 'XingFmLft','Brake"}
Location(2):{ 'Xing', 'Outgolane'}
KRPS

|Agent(2):{'"Cyc’, 'Ped"}

Refined Action(1):{ "XingFmLft"}
Refined Location(1):{ 'Xing'}

(a) Scene of a pedestrian pushing a bicycle and crossing the street from the Waymo/ROAD++ dataset with
prediction sets using 3 scoring functions for CP (Softmax, APS, RAPS) without and with KRPS.

lSoftmax
JAgent(2): {'"Cyc', 'Ped"}
IAction(7):{'TurLft', "TurRht','Stop','IncatRht','XingFmLft', 'XingFmRht', 'HazLit"}
Location(6):{"Outgolane’,'"Jun’, ‘IncLane’,'VehLane','’Xing','BusStop"}
KRPS
IAgent(2): {"Cyc', 'Ped'}
I IAction(2):{"XingFmLft', 'XingFmRht'}
Location(2):{"Jun’,'’Xing"}

IAPS

|Agent(2): {"Cyc', 'Ped"}

IAction(5):{'Brake’, 'TurLft','Stop’,'IncatRht','XingFmLft'}
Location(6):{'VehLane', 'IncLane’,'Outgolane’,'Jun’, 'Xing','BusStop'}
KRPS

JAgent(2): {'"Cyc', 'Ped'}

[Action(2):{'XingFmLft', ‘XingFmRht'}

Location(3):{"Jun’, 'Xing','BusStop'}

RAPS

|Agent(1): { 'Ped’}

[Action(3):{'Brake’, 'Stop',’XingFmLft'}
Location(2):{'Parking’, 'Xing'}

KRPS

lAgent(1): {'Ped"}
IAction(1):{"XingFmLft"}

Location(1):{ 'Xing"}

(b) Scene of a pedestrian pushing a bicycle and crossing the street from the Waymo/ROAD++ dataset with
prediction sets using 3 scoring functions for CP (Softmax, APS, RAPS) without and with KRPS.

Figure 5: Scenes from the Waymo/ROAD++ dataset with prediction sets using 3 scoring functions
for CP (Softmax, APS, RAPS) without and with KRPS.
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