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1 SUPPLEMENTARY MATERIALS

1.1 IMPLEMENTATION DETAILS

Initialization. We initialize the vison encoder MobileViT-v2 by pre-training it on the imageNet21k
dataset. The initial parameters of the text encoder are a copy of the CLIP’s text encoder, and the
temporal Transformer is initialized in the same way as in CLIP4clip. The rest of the parameters,
e.g., the linear projections in AS20T KD, are initialized randomly from the Gaussian distribution

N(0,1).

Training Settings. The text encoder is fine-tuned with a small learning rate (le—7) at the beginning.
The learning rates of the other parts are initialized by 1le — 5 and decay according to the cosine
schedule. The whole KD is optimized by Adam with a batch size of 64 for 36 epochs. From the
1% epoch to the 3"¢ epoch, the weight § for AS20T KD is set to 0, and then AS20T KD is added
gradually during the 4" epoch to the 36" epoch with § = 1(i—3), 4 <i < 10and 6 = 1, i > 10.
For the whole training period, we set the balance weights «, 8 and v to 1,1 and 0.25, respectively.
In our AS20T KD, we choose 4 MobileViT-v2 (student) layers (layers, layers, layery and layers)
and 12 CLIP (teacher) layers (all the 12 Transformer layers in ViT-B-32). Note that the previous
AT20S KD (Chen et al.| (2021)) in Table 3 is also trained with the same selected layers. In our
experiments, the masks are calculated through Eq. 4 with ng = 2, mg =4, n; = 3 and m; = 9.

1.2 ADDITIONAL EXPERIMENTS

LSMDC and MSVD datasets. For the experiments of video-language retrieval, we also com-
pare our CLIPPING with the state-of-the-art Frozen (Bain et al.| (2021))), MDMMT (Dzabraev et al.
(2021)), NoiseEst (Amrani et al.| (2021])) and SupportSet (Patrick et al.[(2021)) on the LSMDC and
MSVD datasets. In Table 4] CLIPPING again obtains the best performance with fewest parame-
ters and Flops. Since some models are not available publically, we estimate their parameters and
Flops according to their backbones. In Table[5] we also compare the student of CLIPPING with its
teacher. CLIPPING with MobileViTv2 as the vison encoder without any vison-language pre-training
achieves 91.5%-92.9% of the performance of its teacher on the LSMDC and MSVD datasets.

Different Students. Besides MobileViT-v2, we also use other models as the student in CLIPPING,
which are EfficientNet-b0 (Tan & Le| (2019)) and EfficientFormer-L1 (Li et al.| (2022)). Table E]
shows that CLIPPING with each of these small models as the student all performers well, indicating
that it is a general KD method.

1.3 ADDITIONAL VISUALIZATION

AT20S KD vs. AS20T KD. We compare the features of the student that is trained with AT20S
KD and our AS20T KD in Fig.[7} We randomly select 4 features from layery and 25 features from
layers in MobileViT-v2, which respectively represent the lower and higher features of the student.
Note that both the features with different KD types are selected from the same locations. We can see
that the features with our AS20T KD maintain sharper low-level structure features, such as edges
and lines, and AS20OT is able to catch more effective feature maps with less noise in higher layers,
while many feature maps of AT20S are saturated or close to zero.
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Table 4: Comparison with the state-of-the-art on the LSMDC and MSVD datasets.

Model PT Datasets Vison Encoders Params Flops RQ1
LSMDC dataset
NoiseEst HT100M Resnet152,ResNext-101 >100M >80G 6.4
SupportSet HT100M ResNet-152,R(2+1)D-34 >100M >80G -
Frozen C3M,W2M Space-Time 232M 210G 15.0
MDMMT C400M,AudioSet  CLIP,;50n, VGGish 226M 200G 17.2
CLIPPING (our) IN21K MobileViT-v2 78.1M 23G 19.9
MSVD dataset
NoiseEst HT100M Resnet152,ResNext-101 >100M >80G 203
SupportSet HT100M ResNet-152,R(2+1)D-34 >100M >80G 28.4
Frozen C3M,W2M Space-Time 232M 210G 33.7
MDMMT C400M,AudioSet  CLIP,;50n, VGGish 226M 200G -
CLIPPING (our) IN21K Mobile ViT-v2 78.1M 23G 42.9

Table 5: CLIIPING results on the LSMDC and MSVD datasets. CLIP,;s0r is the teacher from
CLIP4clip and MobileViT2 is the student.

Vison Encoder PT Dataset Params Flops RQ1 RQ@5 RQ10
LSMDC dataset
CLIP,;s0n C400M 87 M  8.6G 21.6 41.8 49.8
MobileViT2 IN21K 45M  14G 199 (92.1%) 38.6(92.3%) 45.6 (91.6%)
MSVD dataset
CLIP,;s0n C400M 87 M  8.6G 46.2 76.1 84.6

MobileViT2 IN21K 4.5M 14G  42.9(92.9%) 69.9(91.9%) 77.4(91.5%)

Table 6: CLIPPING with different students.

Vison Encoder Params Flops #20RQ1 02tRQ1
EfficientNet-b0 49M  04G 39.3 389
EfficientFormer-L1  12.0M  1.3G 40.5 39.8
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Figure 7:  Examples of the features of the student that is trained with AT20S KD
(2021)) and AS20T KD (ours).
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Figure 8: Speeds of convergence that trained with and without masking.

Masking. In Fig. (8 we show the effect of the masking. It can be seen that the CLIPPING with
the masking reaches the highest accuracy at the 36!" epoch, while CLIPPING without the masking
needs to be trained with more epochs for better accuracy. It verifies that the masking is able to speed
up the training procedure.

Local Video-Caption Distribution Alignment (LVCDA). In Fig. [9] we visualize the frame-word
alignments. We can find that with LVCDA, the results show clearer frame-word attentions. In
Fig. O[a), without LVCDA, only global attention from [SEP] is strongly activated, while with
LVCDA, many correct frame-word attentions are activated. Similar phenomenons are found from
other examples.
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Figure 9: Visualization of the frame-word alignment. The 1%¢ column shows the alignment results
without the local video-caption distribution alignment and the 2" column shows the results with
this local alignment.
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