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ABSTRACT

In this work, we study the optimization and the generalization performance of the
widely used FedAvg algorithm for solving Federated Learning (FL) problems. We
analyze the generalization performance of FedAvg by handling the optimization
error and the Rademacher complexity. Towards handling optimization error, we
propose novel constrained Polyak-Łojasiewicz (PL)-type conditions on the objec-
tive function that ensure existence of a global optimal to which FedAvg converges
linearly after O(log(1/ϵ)) rounds of communication, where ϵ is the desired opti-
mality gap. Importantly, we demonstrate that a class of single hidden layer neural
networks satisfies the proposed constrained PL-type conditions required to estab-
lish the linear convergence of FedAvg as long as m > nK/d, where m is the
width of the neural network, K is the number of clients, n is the number of sam-
ples at each client, and d is the feature dimension. We then bound the Rademacher
complexity for this class of neural networks and establish that both Rademacher
complexity and the generalization error of FedAvg decrease at an optimal rate of
O(1/

√
n). We further show that increasing the number of clients K decreases the

generalization error at the rate of O(1/
√
n+ 1/

√
nK).

1 INTRODUCTION

Federated learning (FL) is a distributed learning paradigm where multiple client devices collabo-
rate with the help of a server to solve a joint problem while keeping the data of each client private
(Kairouz et al., 2021). A typical FL problem aims to solve minw

∑K
k=1 Φk(w), where Φk(w) is

the loss at the kth client and w refers to the joint model the clients aim to learn. A standard and most
widely adopted algorithm to solve the FL problem is the Federated Averaging (FedAvg) algorithm
first proposed in (McMahan et al., 2017). Consequently, the study of the convergence performance
of FedAvg has received wide attention (Konečnỳ et al., 2015; Stich, 2018; McMahan et al., 2017; Li
et al., 2020; Zhou & Cong, 2017b). However, when it comes to ensuring generalization guarantees
for FedAvg, the problem has not received significant attention, partially because of the challenging
nature of the problem (Mohri et al., 2019; Sun et al., 2023; Hu et al., 2022). To prove the gener-
alization guarantees for FedAvg, we need to bound (a) the optimization error (on empirical loss)
achieved by FedAvg, and (b) the complexity measure such as the Rademacher complexity of the
model (Arora et al., 2019; Mohri et al., 2019; 2018). The major challenge in guaranteeing good
generalization performance is to bound both (a) and (b) above, which are often contradictory, i.e.,
proving optimization guarantees usually rely on restrictive assumptions on the loss landscape like
(strong)-convexity or Polyak-Łojasiewicz (PL) inequality to be satisfied over the entire parameter
space Haddadpour et al. (2019); Haddadpour & Mahdavi (2019) while the Rademacher complex-
ity is large for an unbounded parameter space [see Theorem 5.10 (Mohri et al., 2018)]. Therefore,
bounding both (a) and (b) simultaneously is challenging, thereby making it difficult to provide sat-
isfactory generalization guarantees for FedAvg. To address these challenges in this work:
➢ We first analyze the convergence of FedAvg and establish linear convergence under a new set of
assumptions that are only required to be satisfied locally. Importantly, to highlight the practicality
of the assumptions, we establish that the proposed assumptions are naturally satisfied by a single
hidden-layer Neural Network (NN).
➢ We then study the generalization guarantees of FedAvg for the single hidden-layer NN and show
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that the proposed local assumptions lead to a Rademacher complexity that goes down with the
number of samples n as O(1/

√
n). Specifically, our analysis captures the effects of local samples,

the number of clients, and model sizes on the performance of the FedAvg algorithm.

In the following, we discuss specific challenges and the drawbacks of the current state-of-the-art
with respect to challenges (a) and (b) discussed above.

Convergence of FedAvg. As discussed earlier, several works have analyzed the convergence perfor-
mance of FedAvg under various settings. In the non-convex regime, multiple works have established
the convergence of FedAvg to a stationary point (local optimal) (Konečnỳ et al., 2015; Stich, 2018;
McMahan et al., 2017; Li et al., 2020; Zhou & Cong, 2017b). However, the local optimal does not
guarantee a small empirical loss, and hence cannot be used to provide generalization guarantees.
Some works have shown convergence of FedAvg to global optimal but under restrictive assumptions
of (strong) convexity (Stich, 2018; Qu et al., 2020). In Haddadpour et al. (2019), the authors provide
convergence of FedAvg to the global optimal by imposing the PL condition on the objective func-
tion, which is unfortunately not satisfied by several loss functions (e.g., log-logistic loss) over the
whole parameter space. Importantly, assuming that the PL inequality is satisfied globally (without
any restriction on the parameter space Haddadpour & Mahdavi (2019)) leads to a large Rademacher
complexity, thus leading to worse generalization guarantees. This leads to the following question:

Q1: Can we develop conditions that are satisfied locally (on a restricted parameter space)
rather than globally and provide convergence guarantees for FedAvg? Are there models that

satisfy such a condition?

To address Q1, we provide new weaker conditions (a constrained variant of the PL-inequality) on
the global and local loss functions. Importantly, we prove that there exists a globally optimal point
within a ball of radius ρ around initialization to which FedAvg converges linearly. Moreover, we
also establish that there exist NN architectures that satisfy the conditions proposed in our work.

Generalization guarantees for FedAvg: The generalization performance of centralized machine
learning algorithms has been extensively studied (Mohri et al., 2018; Bousquet & Elisseeff, 2002;
Emami et al., 2020). However, the study of generalization guarantees of FL algorithms is rather
limited (Mohri et al., 2019; Hu et al., 2022; Yuan et al., 2021a). Notably, these studies often
overlook the impact of the optimization algorithm Sun et al. (2023), and often rely on assumptions
like Binary loss Hu et al. (2022); Mohri et al. (2019) and the Bernstein condition (Yuan et al.,
2021a). Additionally, generalization bounds for meta-learning and FL are established in Fallah
et al. (2021); Chen et al. (2021) under stringent assumptions such as strong convexity and bounded
loss functions. Recently, Sun et al. (2023) has investigated the generalization of FedAvg via the
lens of uniform stability. We note that these analyses impose strong assumptions such as bounded
gradient and heterogeneity on the data, which are usually not satisfied by many problems of
practical interest. Moreover, the optimization guarantees provided in Sun et al. (2023) are weaker
compared to the linear convergence established in our work. Based on the above observations, we
ask the following main question:

Q2: Can we provide generalization guarantees for FedAvg? If so, what is the impact of (a)
the number of samples per client, (b) the model size, and (c) the number of clients on the

generalization performance?

We address Q2 by deriving Rademacher complexity when each client employs a single hidden-layer
NN for FedAvg implementation. We show that the local assumptions developed to address Q1 play
an important role in bounding the Rademacher complexity for FedAvg. Importantly, our analysis
captures the effect of data samples and NN size, and the number of clients on the generalization
performance of FedAvg. It is worth mentioning that to address both Q1 and Q2, we do not make
some standard assumptions that are typically used in many existing works Li et al. (2019); Stich
(2018); Yu et al. (2019); Haddadpour et al. (2019); Qu et al. (2020); Woodworth et al. (2020a;b);
Hu et al. (2022); Mohri et al. (2019) such as: (i) (strongly) convex loss, (ii) bounded loss, (iii)
bounded gradients (iv) bounded heterogeneity, and (v) interpolation 1. In this work, we have not
assumed the existence of a global optimal point; rather, it is part of our conclusion.

1Interpolation refers to the existence of a w∗ such that Φk,i(w
∗) = 0 for all k ∈ [K] and i ∈ [n].
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Contributions. The major contributions of our work include:
➢ Answer to Q1: For the first time, we show that FedAvg converges linearly to the optimal
solution (see Corollary 3.2) if the local loss functions at each client and the global loss function
satisfy a novel local PL-type assumption introduced in Assumption 2.4. It is important to note that
the existence of a global optimal in our analysis is a part of our conclusion, not an assumption. To
the best of our knowledge, both conditions introduced in Assumption 2.4 are new. It is also worth
noting that these conditions do not follow from any of the existing results, even in the special case of
centralized setting, i.e., for K = 1 (Chatterjee, 2022; An & Lu, 2023). In addition, we also establish
that a single hidden-layer NN satisfies the two conditions proposed in Assumption 2.4. Specifically,
we establish the conditions on the width of the NN as a function of the number of samples, number
of clients, and the feature dimension, and on the eigenvalues of the Jacobian of the loss functions
(or the scaling factor of the final output layer) such that the proposed conditions are satisfied. To our
knowledge, these results are novel (see Theorems 4.5).
➢ Answer to Q2: To address Q2, we derive an upper bound on the Rademacher complexity for
a class of single hidden layer NNs by utilizing the fact that the FedAvg iterates stay within a ρ-ball
around the initialization. We point out that this is made possible by the conditions provided in As-
sumption 2.4. In particular, we show that the Rademacher complexity approaches zero if the radius
ρ = O(

√
n)2 and m = O(n3), where n is the number of samples at each client and m is the width

of the NN. We show that the generalization error regardless of the data heterogeneity diminishes as
O(1/

√
n). We finally corroborate our theoretical findings through numerical experiments.

2 FEDAVG: ALGORITHM AND ASSUMPTIONS

As discussed in Section 1, FL aims to solve the following optimization problem:

min
w

{
Φ(w) :=

1

K

K∑
k=1

Φk(w)

}
, (1)

where Φk(w) := E(x,y)∼Dk
lk(fw(x), y) is the loss function at client k ∈ [K]. Here, y ∈ Y

is the true label, and fw(x) is the output of model w ∈ Rd′
for an input feature x ∈ Rd, and

lk : Y × Y → R+ is the loss function at the client k ∈ [K]. In the above, d′ is the dimension of
the parameter space. The following algorithm captures the main steps of FedAvg (McMahan et al.,
2017). In Algorithm 1, Φk,i(w

r,t
k ) denotes the empirical loss function at client k ∈ [N ] computed

using sample i ∈ [n].

In this and the subsequent section, we answer Q1 posed in Sec. 1. In particular, we provide a general
condition for the above algorithm to converge to a global optimum and for the model parameters to
stay within a closed ball of radius ρ. In the later sections, we show that this condition is, in fact,
satisfied for a single hidden layer NN. Specifically, this constraint imposes a natural regularization
of the NN which provides better generalization, as discussed later. To prove our claim, we make the
following standard assumptions on the loss function Ji & Telgarsky (2018).
Assumption 2.1 (L- Smoothness). The loss functions Φk and Φ are assumed to be Lk-smooth and
L-smooth, respectively, i.e., ∥∇Φk(u) − ∇Φk(v)∥ ≤ Lk∥u − v∥ for all k ∈ [K] and ∥∇Φ(u) −
∇Φ(v)∥ ≤ L∥u− v∥ for all u and v.

Assumption 2.2 (Samplewise Smoothness). The loss functions Φk,i (w) are assumed to be lk,i-
sample-wise smooth, i.e., ∥∇Φk,i (v)∥2 ≤ 2lk,iΦk,i (v) for all k ∈ [K] and i ∈ [n].

To define the major assumptions required for the convergence of FedAvg Algorithm 1, we need the
following definition (Chatterjee, 2022).
Definition 2.3. Let f : Rd → R+ be continuously differentiable function on closed ball B[w0, ρ]
with center at initialization w0 ∈ Rd and radius ρ > 0. Define

α(w0, ρ) := inf
w∈B[w0,ρ]

∥∇f(w)∥2

f(w)
> 0. (2)

Next, we state an important assumption that leads to linear convergence within a ball around initial-
ization.

2This is the radius over which our new condition should be satisfied.
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Algorithm 1 FedAvg McMahan et al. (2017)

1: Initialize: {w0,0
k = w0}, wk ∈ Rd for k = 1, 2, . . . ,K

2: for r = 0, 1, . . . , R− 1 do
3: Broadcast wr to all the clients k ∈ [K]
4: for τ = 0, 1, . . . , T − 1 do
5: for each client k ∈ [K] do
6: Sample a batch Br,t

k of size |Br,t
k | = b

SGD step on wr,t
k for k ∈ [K]:

wr,t+1
k = wr,t

k − η∇̂Φk(w
r,t
k )

// ∇̂Φk(w
r,t
k ) := 1

b

∑
i∈Br,t ∇Φk,i

(
wr,t

k

)
7: end for
8: end for
9: Receive wr,T

k from nodes k ∈ [K]

10: Aggregation step : wr+1 = 1
K

∑
k∈[K] w

r,T
k

11: end for

Assumption 2.4. For some initialization w0 and radius ρ > 0, we make the following assumptions
on the local and global loss functions:

1. The loss function at each client is assumed to satisfy (see Theorem E.1)

32Φk(w
0) < ρ2αk(w

0, ρ). (3)

Here, αk(w
0, ρ) is as defined in equation 2 but with f(·) replaced by Φk(·).

2. The global loss function is assumed to satisfy the following condition√
128el′maxKΦ(w0) < (1− ζρ)ραg(w

0, ρ), (4)

for some ζρ ∈ (0, 1). Here, αg(w
0, ρ) is as defined in equation 2 but with f(·) replaced by

Φ(·).
Remark 1. In general, two very critical assumptions are made in the literature while proving linear
convergence: (i) interpolation, i.e., there exists w∗ such that Φi(w

∗) = 0 for all samples i ∈ [n]
Liu et al. (2022); Li et al. (2019), and (ii) strongly convex loss Li et al. (2019); Karimireddy et al.
(2020) or loss function satisfying the PL-inequality Fan et al. (2023). Later, a relaxed version of
PL-inequality called local PL or PL∗-inequality was proposed where the PL-inequality needs to be
satisfied over a small ball around the initialization (see Liu et al. (2022); Oymak & Soltanolkotabi
(2019). Despite this relaxation, it makes a critical assumption on the existence of the optimal w∗

such that the loss Φi(w
∗) = 0 for all samples i ∈ [n]-the interpolation regime. In our work, we

argue that this assumption can be relaxed with our novel condition shown in Assumption 2.4. It
is important to note that our condition is fundamentally different from the PL∗-inequality in the
following way:

• There is a stark difference between our proposed condition and the the PL-condition (or PL∗

condition), which is defined as ∥∇Φ(w)∥2 ≥ µ(Φ(w) − Φ(w∗)) for all w ∈ Rd (and w ∈
B[w0, ρ] for PL∗ condition). In the PL-condition (and local PL), the constants do not depend on
the initialization and radius as the condition is universally satisfied. Another important assumption
made in the local/global PL-condition is the existence of a global optimal point w∗. In contrast,
our proposed condition does not require this assumption; instead, we prove the existence of a
global optimal point under our novel condition.

• It is important to note that the PL-condition must be satisfied over the entire parameter space,
which can restrict its applicability to certain loss functions such as logistic loss Karimi et al.
(2016). On the other hand, our novel condition is assumed only over a small neighborhood around
the initialization, making it more broadly applicable. Later we show that parameters such as
initialization and the radius ρ can be chosen so that the condition is easily (compared to the PL
inequality) satisfied.

In this work, we have shown that the proposed condition is satisfied for at least a single hidden layer
neural network. In Chatterjee (2022), the authors have shown that the wide neural network satisfies
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the constrained PL inequality for a single client setting. Therefore, we strongly believe that the
proposed condition in our work will also be satisfied for wide neural networks.

3 CONVERGENCE ANALYSIS

In this section, we establish that the FedAvg Algorithm 1 achieves linear convergence to a global
optimum under the set of assumptions introduced in Sec. 2. Importantly, note that the existence of
this global optimum is established as a conclusion rather than an assumption. Moreover, unlike other
works, we do not explicitly assume interpolation to establish linear convergence of FedAvg (Had-
dadpour et al., 2019; Stich, 2018). In particular, we establish a proof that the sufficient conditions
stated in equation 2.4 not only guarantee the linear convergence of Algorithm 1 but also ensure the
existence of an optimal point denoted as w∗ within the closed ball B[w0, ρ]. The following theorem
is a precise statement whose proof can be found in Appendix 3.1.

Theorem 3.1. Assuming that there exists an initialization w0 ∈ Rd, and a radius ρ > 0 such
that Assumptions 2.1 and 2.4 are satisfied by loss functions Φ and Φk for k ∈ [K], then FedAvg
ensures that there exists a w∗ ∈ B[w0, ρ] such that limR→∞ Φ(wR) = Φ(w∗) = 0 provided
the learning rate

η ≤ min

{
2

αmin
,

αmin

4Lmaxl′max

,
αmin

2Lmaxl′max

,
1

T
√
Ψ0

,
8

αgT
,

ζρρ

T
√
Ψ0

,Ψ1,Ψ2

}
,

where l′max := maxk l
′
k := maxi lk,i; Lmax := maxk Lk ; αmin := mink∈[K] αk ; Ψ0 :=

2el′maxKΦ(w0) ; Ψ1 :=
√

3
Lmaxl′max

and Ψ2 := min
{

αgαmin

4T (4L2
maxl

′
max+Ll′maxαmin)

, 1
3LmaxT

}
.

More precisely, after R > 0 communication rounds, the FedAvg Algorithm 1 satisfies

Φ(wR) ≤
(
1− ηTαg(w

0, ρ)

4

)R

Φ(w0). (5)

Essence of the Proof of Theorem 3.1: Assumptions 2.1 and 2.4 lead to an exponen-
tial relation, specifically Φ(wr+1) ≤ γrΦ(w0), where γ ∈ (0, 1), (refer to Lemma F.4). To prove
the existence of global optima w∗ within the ball B[w0, ρ], we have used the method of induction
on two variables: global communication round r and local updates t. By doing so, we conclude that
the sequence {wr,τ

k }r,τ≥0 remains confined within the ball B[w0, ρ] (refer to Lemma F.6), which
ensures that the sequence {wr}∞r=1 remains within the ball B[w0, ρ] for all r. Further, we have
shown that the sequence {wr}∞r=1 is Cauchy sequence in the closed subset B[w0, ρ] of complete
space. Therefore, it guarantees the limit of the sequence {wr}∞r=1, denoted by w∗ belongs to the
ball. A complete proof is provided in Appendix F.

Note that Chatterjee (2022) required one condition to be satisfied for the linear convergence since
their work considered a centralized setting. In contrast, our work requires two conditions for both
global and local loss functions as stated in Assumptions 2.4 to guarantee linear convergence of
FedAvg. Later we show that as the number of clients, K, increases, the requirement becomes more
stringent. The above theorem leads to the following corollary.

Corollary 3.2. By choosing η as in Theorem 3.1, for any error ϵ > 0, Algorithm 1 achieves a loss
of Φ(wR) < ϵ after R ≥ O

(⌈
2 log

(
Φ(w0)

ϵ

)⌉)
communication rounds.

Our next goal is to show that it is possible to initialize a NN such that it satisfies the conditions
provided in Assumption 2.4. However, note that this does not provide any guarantees on the gen-
eralization error. To fill this gap, in the following sections, we consider a single hidden-layer NN
and show that (a) there exist an initialization and radius ρ such that it results in a linear convergence
leading to zero training loss (i.e., assumptions stated in Sec. 2 are satisfied), and (b) prove that the
generalization error can be made small by choosing large enough training samples and performing
FedAvg for a sufficiently large number of communication rounds.
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4 ASSUMPTION 2.4 FOR SINGLE HIDDEN LAYER NN WITH SQUARED
ERROR LOSS

In this section, we show that there exist NNs such that Assumption 2.4 is satisfied, and hence leads
to linear convergence of FedAvg (see Theorem 3.1). Towards this, we consider the following NN
with a single hidden layer. In particular, we assume that the first layer has m neurons followed by a
smooth activation function. The output of this NN is given by Arora et al. (2019)

fw(x) =
1√
m

m∑
j=1

vjσ(w
⊤
j x), (6)

where x ∈ Rd is the input feature vector. With a slight abuse of notation, we have used w =
vec([w1,w2, . . . ,wm]) ∈ Rdm×1 to denote the aggregated weight vectors in the first layer and
v = (v1, v2, . . . , vm)⊤ to denote the weight in the second layer, where vj

i.i.d.∼ {−1, 1}. Now, we
make the following assumption on the activation function.
Assumption 4.1. We assume that σ : R → R is a smooth non-decreasing activation function such
that σ(0) = 0. Further, first and second order derivatives of σ are bounded i.e., |σ′(x)| ≤ Dσ and
|σ′′(x)| ≤ ∆σ .

Note that the above condition is satisfied by the tanh activation function, i.e., σ(x) = tanh(x). The
condition σ(0) = 0 is assumed for the sake of simplicity and ease of notation. It turns out that,
with random initialization, this can be relaxed without changing the main result of the paper. With
σ(x) ̸= 0, many activation functions such as Softmax, tanh to name a few (see Xu et al. (2015))
satisfy the conditions mentioned in Assumption 4.1. It is worth noting that the well-known ReLU
activation does not satisfy the smoothness condition, but it can be well approximated by a smooth
proxy function (see (Xu et al., 2015)).
Assumption 4.2. Each node k ∈ [K] samples n i.i.d. data points denoted Xk =
{(xk,1, yk,1), . . . , (xk,n, yk,n)} from a continuous and possibly different distributions pk(x), k ∈
[K] with yk,i ≤ ymax for all i ∈ [n].

We consider the average loss function Φ(w) := 1
K

∑K
k=1 Φk(w), where Φk : Rmd → R is the

squared loss function for each client k ∈ [K] and is defined as Φk(w) =
∑n

i=1 [fw(xk,i)− yk,i]
2
=

∥ek∥22, where the ith entry of the error vector ek := [fw(xk,i)− yk,i]. Using e = [e1, e2, . . . , en],
the global loss can be written as Φ(w) := 1

K ∥e∥2. Next, we discuss the conditions under which a
single hidden layer neural network satisfies Assumption 2.4. It turns out that these conditions are
dependent on the following Jacobian matrix:

Jk(w) =
1√
m

×Hk(w), (7)

where each entry of Jk(w) is a d-dimensional row vector, and Hk(w) is defined as follows

Hk(w) :=


v1σ

′(w⊤
1 xk,1)x

⊤
k,1 v2σ

′(w⊤
2 xk,1)x

⊤
k,1 . . . vmσ′(w⊤

mxk,1)x
⊤
k,1

· · · ·
· · · ·
· · · ·

v1σ
′(w⊤

1 xk,n)x
⊤
k,n v2σ

′(w⊤
2 xk,n)x

⊤
k,n . . . vmσ′(w⊤

mxk,n)x
⊤
k,n

 , (8)

where k ∈ [K] and the size of the matrix Hk(w) is n × md, i.e., Hk(w) ∈ Rn×md.
We define a global Jacobian matrix J(w) by stacking H⊤

k (w) row-wise as J(w) = 1√
m

×[
H⊤

1 (w),H⊤
2 (w), . . . ,H⊤

K(w)
]
∈ Rmd×Kn. The following lemma provides a condition under

which Jk(w
0) and J(w0)⊤ are full rank matrices. Note that the full rank requirement is only at the

initialization. The size of the NN scales as n/d as opposed to n in (Chatterjee, 2022). This result is
similar to the results of Zhang et al. (2021) but for an FL setting.
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Algorithm 2 FedAvg Algorithm for single hidden layer NN

1: Initialization: Initialize using w0 ∼ N (0, 1
dImd×md) and vi

i.i.d.∼ {−1, 1} ∀i ∈ [m].
2: Broadcast wr to all the clients k ∈ [K]
3: Run the FedAvg Algorithm 1

Lemma 4.3. At the random initialization w0 ∼ N (0, 1
dImd×md), and vi

i.i.d.∼ {−1, 1} for all
i ∈ [m], the matrices Jk(w

0) and J(w0)⊤ have full column ranks almost surely provided
m ≥ n/d and m ≥ nK/d, respectively.

Proof: The result follows by following the proof of Lemma E.1 of Zhang et al. (2021) for the
matrices Hk(w

0) and H(w0)⊤. One main difference is that Zhang et al. (2021) uses mirrored
Le-cun. However, the proof does not change for our initialization.

Towards stating the condition for neural network, we need the following definitions

λ−
k,ρ(m) := inf

w∈B[w0,ρ]

e⊤k Hk(w
0)Hk(w

0)⊤ek
∥ek∥2

, (9)

where ek and Hk(w) are as defined earlier.3 The following is an extension of the above definition
to K clients

λ−
ρ (m) := inf

w∈B[w0,ρ]

e⊤H(w0)⊤H(w0)e

∥e∥2
(10)

where e = [e1, e2, . . . , ek]
⊤ ∈ RnK and H(w0) is defined earlier. Similarly, λ̃−

k,ρ(m) and λ̃−
ρ (m)

are defined by replacing Hk(w
0) by Hk(w) and H(w0) by H(w) in equations 9 and equation 10,

respectively. In addition, λmax(ρ) := supw∈B(w0,ρ) λmax

(
H(w)H(w)⊤

)
. These notations will be

used in Theorem 4.5. Since we know from the above Lemma that the matrices H(w0)H(w0)⊤

and Hk(w
0)⊤Hk(w

0), k ∈ [K] are full rank, we next ask if the above terms scale with m. Recall
that we are looking at the Jacobian to state the condition under which Assumption 2.4 is satisfied.
Thus, the following assumption is important, whose analytical justification is provided in App. G.
Assumption 4.4. We assume that both λ−

k,ρ(m) and λ−
ρ (m) scale linearly with m.
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Figure 1: Plot of λmin(m) versus m for K =
1, 5, 10. Here, K = 1 corresponds to λ1,min(m).
This shows that Assumption 4.4 is valid in the
real-world setting as well, i.e., the minimum
eigenvalue scales linearly with m.

Experimental Justification of Assumption
4.4: An observation similar to the above as-
sumption was also made in (Telgarsky, 2021,
page 39). We verify the above assumption via
experiments in Fig. 1, where we have plotted
the minimum eigenvalue of the Jacobian versus
m for different numbers of clients K using the
MNIST data set (LeCun & Cortes, 2010). We
can observe from the figure that the variation is
almost linear, and the slope increases with de-
creasing K.

4.1 CONDITION
ON NEURAL NETWORK (NN)

To prove the linear convergence of Algorithm 1
for single hidden layer NN, we need the defini-
tions stated in equations 10 and 9. The follow-
ing theorem provides a condition under which
the Algorithm 1 converges linearly to a global
optimal point, and the proof can be found in the
Appendix I.

3Here, ek and e depend on w.
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Theorem 4.5. Let Ψm,K,n,ρ :=

√
bn
(

λ+
ρ (m)
m +

d∆2
σρ

2

m

)
and b :=

2D2
σρ

2d log(2n/δ)
m + 2y2max,

where λ+
ρ (m) := supw∈B[w0,ρ]

∥H(w0)e∥2

∥e∥2 . The loss functions for single hidden layer NN
satisfy equation 3 and equation 4 of Assumption 2.4 with a probability of at least 1− δ/2, for
any δ > 0 provided the following holds:

λ−
k,ρ(m)

m
> 2×

[
∆2

σdρ
2

m
+

8bn

ρ2

]
, and

λ−
ρ (m)

m
>

8KΨm,K,n,ρ

(1− ζρ)ρ
+

2d∆2
σρ

m
, (11)

where λ−
k,ρ(m) and λ−

ρ (m) are as defined in equation 9 and equation 10, respectively.

To the best of our knowledge, these conditions are the first of their kind. First, note that the terms
λ−
k,ρ(m)/m and λ−

ρ (m)/m are less sensitive to ρ since they are sandwiched between the smallest
and the largest eigenvalues of H(w0)⊤H(w0) and Hk(w

0)⊤Hk(w
0), respectively. In particular,

these eigenvalues depend on the initialization w0 while the original condition is in terms of the ball
around the initialization. Hence, using the eigenvalues in place of λ−

k,ρ(m) and λ−
ρ (m) in the new

conditions makes it easy to verify (see Fig. 1). Secondly, the larger values of ρ make the right-
hand sides in the equation 11 large, and hence the conditions may not be satisfied, as expected.
On the other hand, the same can be observed for smaller values of ρ as well. Thus, a critical ρ is
necessary. By choosing ρ = c × O(

√
n) and m = O(n3) in Theorem 4.5 ensures that the right

hand sides scale down with c. Thus, the right-hand side is small for a large enough c. However, by
Assumption 4.4, the left-hand sides, i.e., λ−

k,ρ(m)/m and λ−
ρ (m)/m are constants that depend only

on the initialization (not on ρ), and do not scale with m or n or c. Hence, the conditions are satisfied
for large enough c:
Corollary 4.6. Choosing ρ = c×O(

√
n) and m = O(n3) in Theorem 4.5 ensure that the conditions

in equation 11 are satisfied for sufficiently large c.

The above corollary shows that by choosing a large radius of ρ and a large number of nodes in the
second layer, linear convergence can be guaranteed. This brings in several challenges while proving
the generalization guarantee, especially while proving a bound on the Rademacher complexity.

5 GENERALIZATION PERFORMANCE: SINGLE HIDDEN LAYER NN

In this section, we show that single hidden layer NN architectures exhibit impressive generaliza-
tion guarantees. To state the generalization result, we need the following notion of Rademacher
complexity of the single hidden layer NN.
Definition 5.1 (See Mohri et al. (2019)). The Rademacher complexity of a class of single hidden
layer NN constrained to a ball of radius ρ at client k ∈ [K] is defined as

Radk(w
0, ρ) := E|v∈Gv

[
sup

w∈B[w0,ρ]

1

n

n∑
i=1

ζifw;v(xk,i)

]
,

where the expectation is with respect to ζ := (ζ1, ζ2, . . . , ζn)
i.i.d.∼ {−1,+1}n, conditioned

on v := (v1, v2, . . . , vm) ∈ Gv := {v ∈ {−1, 1}m : |
∑n

i=1 ζifw;v(x)| < ∆}. Here, ∆ :=
√
2Dσd

√
ρ2+m

m log 4 and x is any data point sampled from pk(x).

For a FL setting, the generalization guarantee is provided in Mohri et al. (2019), and the result
requires the loss to be bounded. However, in our case, the loss can potentially be unbounded. We
handle this by focusing on the class of “good” NNs, i.e., v ∈ Gv , whose output is bounded. In
Appendix H, using the fact that the weight vector lies within a ball of radius ρ around w0, we show
that there exists such NNs with bounded output. Subsequently, we show that for such NNs, the
generalization is guaranteed. We use this result along with the result of Mohri et al. (2019) to show
the following Theorem whose proof can be found in Appendix J.
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Theorem 5.2. Let Ψ :=
(
(ρ2 + 3m)

2D2
σd

2 log 4
m + y2max

)√
2 log( 1δ ). For the single hidden

layer NN with the initialization as in Algorithm 2 satisfying Assumptions 4.4 with m ≥ nK/d,
and the conditions of Theorem 4.5, with a probability of at least 1− δ, the following inequality
holds

Φ(w;v)≤ΦS(w;v) +
2n

K

K∑
k=1

Radk(w
0, ρ) + Ψ

√
n

K
. (12)

Recall that the loss function is defined as the sum of the loss on individual training samples. Thus,
defining L(w;v) := Φ(w,v)

n and LS(w;v) := ΦS(w;v)
n , and using this in the above theorem leads

to the following.

Corollary 5.3. For the single hidden layer NN with initialization as in Algorithm 2, with probability
at least 1− 2δ over the draw of the samples Xk ∼ Dn

k , the following inequality holds

L(w;v) ≤ LS(w;v) +
2

K

K∑
k=1

Radk(w
0, ρ) +

Ψ√
nK

. (13)

Next, we provide an upper bound on the Rademacher complexity.

Theorem 5.4. The Rademacher complexity of client k ∈ [K] is bounded by

Radk(w
0, ρ) ≤ 1

n
√
m

+

√
νD2

σd
2(log 4) log(Nθ,ρ/δ1)

n
,

where ν = (ρ2 + 3m)/m, Nθ,ρ := 3d3/4
√
ρDσnm and δ1 := 1

2mn
√
2Dσd

√
m

log 4(ρ2+m) .

Proof: See Appendix K.

5.1 DISCUSSION

To the best of our knowledge, the above is the first result of its kind for an FL setup. We make the
following remarks.

➢ The generalization error can be made small provided the right-hand side in the Corollary 5.3 is
small. The first term, i.e., the empirical loss, depends on the communication rounds and the
conditions stated in Theorem 4.5. The latter can be ensured by choosing ρ = O(

√
n) and m =

O(n3), as shown in Corollary 4.6. In other words, the radius and the size of the NN scale with
n which is not desired in general. However, we believe that this cannot be eliminated unless we
make some structural assumptions about the data.

➢ Note that δ1 and Nθ,ρ scale with n and m. However, it appears as a logarithmic term, and hence,
the Rademacher complexity does not grow linearly with n. The above choices of ρ and m ensure
that the Rademacher complexity in Theorem 5.4 goes down as O(1/

√
n). Also, the choice of ρ

cannot scale faster than
√
m.

➢ The last term in the generalization result scales down with n as 1/
√
n. Based on these observa-

tions, it is clear that the generalization error can be made small by choosing large enough commu-
nication rounds R and the number of training samples n.

➢ Here, we present our theoretical insights on the effect of K. From the generalization bound in
equation 5.3, it is evident that the last term decreases with K as 1/

√
K. However, for larger

values of K, the learning rate is impacted by K through ζpρ

T
√
Ψ0

, which scales as 1/
√
K (see

Theorem 3.1). From equation 5, the loss goes down as exp{−O(R/
√
K)} leading to slower

convergence. Thus, the overall effect of increasing K on the generalization is insignificant; this is
also demonstrated in our experimental results as well as several existing works.

9
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The above argument shows that the average loss can be made small by choosing sufficiently large
m, n, and communication rounds, as shown next.4

Corollary 5.5. With a probability of at least 1− δ, there exists a single hidden layer NN employing
the FedAvg algorithm with sufficiently large m, n, and R that achieves a small generalization error.
More specifically, the generalization error goes down as O(1/

√
n).

6 EXPERIMENTAL RESULTS

In this section, we verify our theoretical findings with experiments performed on an NVIDIA DGX
V100 machine. We have used an MNIST image data set LeCun & Cortes (2010) distributed across
5 and 200 clients. We have used the single hidden layer network model with 1000 neurons in the
hidden layer and tanh activation function. In both cases, we have maintained around 50 data points
at each client, which is less than the dimension of input feature vectors, i.e., around 1200, which
satisfies the condition d ≥ n and m ≥ nK/d. We execute FedAvg for R = 500 communication
rounds along with T = 5 round of local updates at each client with i.i.d. data.
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Figure 2: The Figures in (a) and (b) show the effect of the number of clients K on the training and
the testing losses, respectively. The experiments are done using MNIST data set.

Figure 2 shows the effect of K on the testing and training errors. As suggested by our theory (see
Sec. 5.1), increasing or decreasing K has no effect on the performance (generalization and training
loss).

7 CONCLUSIONS

In this work, we addressed the problem of generalization along with convergence guarantees of
the widely used FedAvg algorithm for solving Federated Learning (FL) problems. We proved the
generalization bound by handling the optimization error and the Rademacher complexity. The opti-
mization error was handled by proposing a novel and new constrained Polyak-Łojasiewicz (PL) type
conditions on the (local) loss functions. Under these new conditions, we showed that there exists
a global optimum to which the FedAvg converges linearly after O(log(1/ϵ)) rounds of communi-
cation, where ϵ is the desired optimality gap. Importantly, we demonstrated that a class of single
hidden layer NNs satisfy the proposed conditions that are required to establish the linear conver-
gence of FedAvg as long as m > nK

d , where m is the number of neurons in the hidden layer, n is
the number of samples at each client, K is the number of clients, and d is the feature dimension.
Finally, we showed that the generalization error of FedAvg decreases at the rate of O(1/

√
n) by

proving a bound on the Rademacher Complexity using the fact that the neural network parameters
are constrained to a neighbourhood around the initialization.

4While stating this result, we have ignored log factors.
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A APPENDIX

B RELATED WORK

Convergence of FedAvg Algorithm: McMahan et al. (2017) first introduced federated learning
(FL) to learn a global model from distributed data without sharing it with a central server. Majority
of the research on FL focuses on communication-efficiency Konečnỳ et al. (2016); McMahan et al.
(2017); Li et al. (2020); Smith et al. (2017) and data-privacy Bagdasaryan et al. (2020); Bonawitz
et al. (2016); Geyer et al. (2017). FedAvg algorithm has been studied extensively under some key
assumptions on loss functions such as convex, strongly convex, and non-convex loss functions with
an overparametrized NN setting Stich (2018); Wang & Joshi (2021); Khaled et al. (2019); Yu et al.
(2019). Stich (2018) has substantiated that FedAvg (LocalSGD) exhibits a provable achievement
of linear speedup with significantly reduced communication requirements, specifically in the realm
of strongly convex stochastic optimization. Several notable studies contribute to a comprehensive
understanding of FedAvg in different optimization settings. Zhou & Cong (2017a); Wang & Joshi
(2021) have delved into the non-convex setting, establishing crucial convergence results. A flurry of
research articles has been published so far on the convergence analysis of the FedAvg algorithm Qu
et al. (2021); Li et al. (2022); Song et al. (2023). The key assumption, in all the above analyses, is
the existence of global minimum and Polyak-Lojasiewicz(PL) condition Karimi et al. (2016), which
is assumed to be satisfied by loss function over whole parameter space that restrict the class of loss
function. Liu et al. (2022) relaxed the above assumption to a small neighbourhood around initial-
ization, and called it modified PL inequality, i.e, loss function satisfies the modified PL inequality
within a small neighbourhood around initialization under over-parameterized regime but for central-
ized data setting. Further, Chatterjee (2022) has derived a sufficient condition that depends on the
initialization and radius of the ball for the convergence of the gradient descent (GD) to the global
optimum, and the same is extended for SGD by An & Lu (2023) for single client setting. In this
paper, we have come up with a sufficient condition on the loss function that guarantees the linear
convergence of the FedAvg algorithm to a global minimum where the existence of a global mini-
mum is not an assumption, and it is a part of our conclusion.
Generalization of FedAvg Algorithm: The concept of generalization in centralized learning has
been a focal point for researchers for several decades. To assess generalization error, the com-
monly employed approaches involve utilizing uniform convergence, often tied to VC dimension or
Rademacher complexity Shalev-Shwartz et al. (2010); Yin et al. (2018); Attias et al. (2018). How-
ever, there is a limitation in cases where uniform convergence yields an excessively loose bound,
diminishing its meaningfulness Zhang et al. (2016). This limitation arises because uniform conver-
gence examines the hypothesis class while disregarding the impact of training algorithms responsi-
ble for generating these hypotheses. Mohri et al. (2019) establishes a uniform convergence bound
of O(1/

√
n), where n represents the cumulative number of samples collected by all participating

clients, for agnostic federated learning problems using Rademacher complexity under binary losses.
However, we have not assumed any bound on the assumed loss function. Hence, our result is more
general. Recent work by Yuan et al. (2021b); Sun et al. (2023) has explored the meaning of gen-
eralization in federated learning, and Sun et al. (2023) has also proved an upper bound on the true
and empirical risk of the model obtained by FedAvg, FedProx, and SCAFFOLD. To prove a better
generalization of the model, we must achieve low optimization error, preferably linear, which is
missing in Sun et al. (2023). In this paper, we have shown that the optimization error of the model
obtained by FedAvg converges linearly to 0. Also, we have proved that the Rademacher Complexity
tends to 0 for a sufficiently large sample.

C NOTATION

We denote the global round of communication as wr, and wr,T
k represents T local rounds of SGD

performed by client k after r global rounds of communication. Additionally, we assume that the
input space is Rd, and Φk : Rm(d+1) → R represents the loss function associated with each client
k ∈ [K], where [K] denotes the set {1, 2, . . . , N}. Let us assume that each client has n ∈ N
training examples, denoted by {xk,i, yk,i}ni=1, where k represents the k-th client. Moreover, Xk ∈
Rn×d represents the input data matrix at client k. We use B[w, ρ] to denote closed Euclidean balls,
respectively, centred at w with a radius of ρ. We use vec[w1,w2, . . . ,wn] ∈ Rmn to denote a
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vector obtained by stacking each of the vectors wi ∈ Rm, i ∈ [n]. We use E to denote the expected
value and E(X|Y ) or E|Y (X) to denote the conditional expectation.

D USEFUL LEMMA: CONCENTRATION BOUND

In this subsection, we state the following useful lemmas for use in later proofs.
Lemma D.1. (See Wainwright (2019)) Let Xi ∼ N (0, 1), i = 1, 2, . . . ,M , then

Pr
{∑M

i=1 X
2
i > M(1 + t)

}
≤ e−Mt2/18, where t ∈ [0, 3]. Specifically, if w0 ∼ N (0, 1

d × I),
we have

P
[
∥w0∥2 ≥ ζm

]
≤ exp

{
−dm(ζ − 1)2

18

}
,

where ζ ∈ [1, 4].
Lemma D.2. Let the local loss function Φk for all k ∈ [K] satisfy Assumption 2.2. Then

E
[∥∥∥∇̂Φk(w

r,τ
k )
∥∥∥2] := E

∥∥∥∥∥1b ∑
i∈Br,τ

∇Φk,i(w
r,τ
k )

∥∥∥∥∥
2
 ≤ 2l′kΦk(w

r,τ
k ),

where Br,τ is random sample-batch of size |Br,τ | = b and l′k := maxi lk,i.

Proof. We can re-write the above expression as

E

∥∥∥∥∥1b ∑
i∈Br,τ

∇Φk,i(w
r,τ
k )

∥∥∥∥∥
2
 =

1

b2
E

[ ∑
i∈Br,τ

∥∇Φk,i(w
r,τ
k )∥2

]

+
1

b2

∑
i̸=i′

E [⟨∇Φk,i(w
r,τ
k ),∇Φk,i′(w

r,τ
k )⟩]

≤ 1

b2

∑
i∈Br,τ

E
[
∥∇Φk,i(w

r,τ
k )∥2

]
+

1

b2

∑
i ̸=i′

∥E [∇Φk,i(w
r,τ
k )]∥2

≤ 2

b2

∑
i∈Br,τ

lk,iE[Φk,i(w
r,τ
k )] +

2

b2

∑
i ̸=i′

lk,iE[Φk,i(w
r,τ
k )],

where the above inequality follows from the Assumption 2.2 and Jensen’s inequality. Using the
above, we have

E

∥∥∥∥∥1b ∑
i∈Br,τ

∇Φk,i(w
r,τ
k )

∥∥∥∥∥
2
 ≤

(
2

b
+

2(b− 1)

b

)
l′kΦk(w

r,τ
k )

= 2l′kΦk(w
r,τ
k ),

where we used the unbiased estimate of the local loss function, i.e., E [Φk,i(w
r,τ
k )] = Φk(w

r,τ
k ) and

l′k := maxi lk,i.

E NEW CONDITION FOR LINEAR CONVERGENCE: SINGLE CLIENT SETTING

In this subsection, we show that the local SGD iterates for any client k ∈ [K] stays within the ball
B[w0, ρ]. This result will be used to prove new conditions for the linear convergence of FedAvg.

Theorem E.1. Let Φk : Rd
′

→ [0,∞) be a non-negative Lk-smooth function. Take any w0 ∈ Rd
′

and ρ > 0. Let B[w0, ρ] denote the closed Euclidean ball of radius ρ, centered at w0. Assume that

for ϵ ∈ (0, 1) and η ≤ min
{

αk

2Lkl′k
,
√

3
Lkl′k

, ρ
G , 2

αk

}
, the following holds:

32Φk(w
0) ≤ ρ2αk, (14)
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where αk is defined in 2 but with f(·) replaced by Φk(·). Consider the SGD update rule defined in
Algorithm 1. Then w0,T

k ∈ B[w0, ρ] for all T ≥ 0.5

Proof. If Φk(w
0) = 0, then ∇Φk(w

0) = 0, for all k ≥ 0. So, let Φk(w
0) > 0. The proof is by the

method of induction on T ∈ N. By definition of euclidean ball, we have w0 = w0,0
k ∈ B[w0, ρ].

Let the induction hypothesis be w0,1
k ,w0,2

k , ...,w0,T−1
k ∈ B[w0, ρ] for some T ≥ 1. We need to

show that w0,T
k ∈ B[w0, ρ] using induction hypothesis. Toward this, we need the following lemmas:

Lemma E.2. For each τ > 0, define

Λτ := Φk(w
0,τ+1
k )− Φk(w

0,τ
k ) + η∥∇Φk(w

0,τ
k )∥2

Then for all 0 ≤ τ ≤ T − 1, we have

|E[Λτ ]| ≤ η2Lmaxl
′
maxΦk(w

0,τ
k ),

where Lmax := maxk Lk and l′max := maxk l
′
k.

Proof. By Lk-smoothness Assumption 2.1 of local loss function Φk and local iterates of SGD , for
1 ≤ τ ≤ T − 1, we have

Λτ = Φk

(
w0,τ

k − η∇̂Φk(w
0,τ
k )
)
− Φk(w

0,τ
k ) + η∥∇Φk(w

0,τ
k )∥2

= −η
〈
∇̂Φk(w

0,τ
k ),∇Φk(w

0,τ
k )
〉
+

η2Lk

2
∥∇̂Φk(w

0,τ
k )∥2 + η∥∇Φk(w

0,τ
k )∥2,

where ∇̂Φk is an unbiased estimate of true gradient over mini-batch B0,τ of samples. Next, we take
the expectation over randomness in mini-batch of samples. We get

E[Λτ ] = −η
〈
E[∇̂Φk(w

0,τ
k )],∇Φk(w

0,τ
k )
〉
+

η2Lk

2
E
[
∥∇̂Φk(w

0,τ
k )∥2

]
+ η∥∇Φk(w

0,τ
k )∥2,

≤ η2Lk

2
E
[
∥∇̂Φk(w

0,τ
k )∥2

]
.

Further, we reduce the above inequality as follows

|E[Λτ ]| ≤ η2Lk

2
E[2l′kΦ̂k(w

0,τ
k )]

= η2Lmaxl
′
maxΦk(w

0,τ
k ),

where the first inequality follows from the Lemma D.2 and the last equality is due to true estimate
assumption, i.e., E

[
Φ̂k(w

0,τ
k )
]
= Φk(w

0,τ
k ) and, Lk ≤ Lmax and l′k ≤ l′max for all k ∈ [K].

Lemma E.3. By choosing η ≤ min
{

2
αmin

, αmin

2Lmaxl′max

}
and for any 0 ≤ τ ≤ T − 1, we have

Φk(w
0,τ
k ) ≤

(
1− αminη

2

)τ
Φk(w

0). (15)

Further, we have αminη
2 ≤ 1 where αmin := mink{α1, α2, . . . , αk}

Proof. Since w0,τ
k ∈ B[w0, ρ] for τ ≤ T − 1. By rearranging the terms in the definition of Λτ from

Lemma E.2 under expectation,

Φk(w
0,τ+1
k ) = Φk(w

0,τ
k )− η∥∇Φk(w

0,τ
k )∥2 + E[Λτ ]

(a)

≤ Φk(w
0,τ
k )− ηαkΦk(w

0,τ
k ) + η2Lmaxl

′
maxΦk(w

0,τ
k )

= (1− ηαk + η2Lmaxl
′
max)Φk(w

0,τ
k )

= (1− η(αmin − ηLmaxl
′
max))

τ+1
Φk(w

0),

5Note that we are not assuming that the gradient is bounded throughout but due to smoothness, it is indeed
bounded over a closed ball. This only impacts the learning rate η, which we are free to choose.
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where (a) follows from the definition of αk equation 2 and Lemma E.2. The last inequality follows
from iteration over τ and αmin ≤ αk for all k ∈ [K]. By choosing η < αmin

2Lmaxl′max
, we have

Φk(w
0,τ+1
k ) ≤

(
1− αminη

2

)τ+1

Φk(w
0). (16)

Now, since Φk(w
0) > 0 and Φk(w

0,1
k ) ≥ 0. Choose τ = 0 and dividing equation 16 by Φk(w

0),
we get

0 ≤
Φk(w

0,1
k )

Φk(w0)
≤ 1− αminη

2
αminη

2
≤ 1

which completes the proof.

Lemma E.4. For each τ ≤ T − 1,

η∥∇Φk(w
0,τ
k )∥2 ≤ (1 + η2Lmaxl

′
max)Φk(w

0,τ
k )− Φk(w

0,τ+1
k ).

Further, we have

Φk(w
0,τ+1
k ) ≤ (1 + η2Lmaxl

′
max)Φk(w

0,τ
k ).

Proof. By rearranging the terms in the definition of Λτ under expectation and using Lemma E.2, for
τ ≤ T − 1, we have

Φk(w
0,τ+1
k ) = Φk(w

0,τ
k )− η∥∇Φk(w

0,τ
k )∥2 + E[Λτ ]

≤ Φk(w
0,τ
k )− η∥∇Φk(w

0,τ
k )∥2 + η2Lmaxl

′
maxΦk(w

0,τ
k ).

Next, we again rearrange the above inequality to upper-bound the norm of gradient square, i.e.,
η∥∇Φk(w

0,τ
k )∥2,

η∥∇Φk(w
0,τ
k )∥2 ≤ Φk(w

0,τ
k )− Φk(w

0,τ+1
k ) + η2Lmaxl

′
maxΦk(w

0,τ
k )

≤ (1 + η2Lmaxl
′
max)Φk(w

0,τ
k )− Φk(w

0,τ+1
k ).

This completes the proof of the first part.

To prove the second part, we observe that η∥∇Φk(w
0,τ
k )∥2 ≥ 0. Using this in the first part of this

lemma proves the second part, i.e.,

Φk(w
0,τ+1
k ) ≤ (1 + η2Lmaxl

′
max)Φk(w

0,τ
k ).

Lemma E.5. For all τ ≤ T − 1, we have
T−1∑
l=τ

η
∥∥∥∇Φk(w

0,l
k )
∥∥∥ ≤ (1− (αmin − ϵ)η)

τ/2

√
32Φk(w0)η

(αmin − ϵ)η
, (17)

provided η < min
{√

3
Lmaxl′max

, αmin

2Lmaxl′max

}
.

Proof. From Lemma E.4, we have

η
∥∥∥∇Φk(w

0,τ
k )
∥∥∥ =

√
η2∥∇Φk(w

0,τ
k )∥2

≤
[
η(1 + η2Lmaxl

′
max)Φk(w

0,τ
k )− ηΦk(w

0,τ+1
k )

]1/2
.

Let us denote 1 + η2Lmaxl
′
max by γ, i.e., γ = 1 + η2Lmaxl

′
max, in the above, we get

η
∥∥∥∇Φk(w

0,τ
k )
∥∥∥ ≤ √

η
[
γΦk(w

0,τ
k )− Φk(w

0,τ+1
k )

]1/2
.
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We can rewrite the above inequality as

η∥∇Φk(w
0,τ
k )∥ ≤ √

η

[(√
γΦk(w

0,τ
k ) +

√
Φk(w

0,τ+1
k )

)(√
γΦk(w

0,τ
k )−

√
Φk(w

0,τ+1
k

)]1/2
.

Taking summation on both sides of the above inequality from l = τ to T − 1. Then, the above
inequality is reduced to
T−1∑
l=τ

η
∥∥∥∇Φk(w

0,l
k )
∥∥∥ ≤ √

η

T−1∑
l=τ

[(√
γΦk(w

0,l
k ) +

√
Φk(w

0,l+1
k )

)(√
γΦk(w

0,l
k )−

√
Φk(w

0,l+1
k )

)]1/2
(a)

≤ √
η

[
T−1∑
l=τ

(√
γΦk(w

0,l
k ) +

√
Φk(w

0,l+1
k )

) T−1∑
l=τ

(√
γΦk(w

0,l
k )−

√
Φk(w

0,l+1
k )

)]1/2
(b)

≤ √
η

[
T−1∑
l=τ

(
2

√
γΦk(w

0,l
k )

) T−1∑
l=τ

(√
(1 + η2Lmaxl′max)Φk(w

0,l
k )−

√
Φk(w

0,l+1
k )

)]1/2
,

where (a) follows from Cauchy-Schwarz inequality and (b) follows from the second part of Lemma
E.4. In the last inequality above, we have substituted the γ = 1 + η2Lmaxl

′
max. Further, we can

write the above inequality as

T−1∑
l=τ

η
∥∥∥∇Φk(w

0,l
k )
∥∥∥ ≤

√√√√η

(
T−1∑
l=τ

(
2

√
γΦk(w

0,l
k )

))[T−1∑
l=τ

(√
Φk(w

0,l
k )−

√
Φk(w

0,l+1
k

)

+

T−1∑
l=τ

η2Lmaxl
′
max

2

√
Φk(w

0,l
k )

]1/2

≤ √
η

[
T−1∑
l=τ

(
2

√
γΦk(w

0,l
k )

)]1/2 [√
Φk(w

0,τ
k ) +

η2Lmaxl
′
max

2

T−1∑
l=τ

√
Φk(w

0,l
k )

]1/2
,

where the first inequality follows from the result (1+x)
1
2 ≤ 1+ x

2 whereas in the second inequality,

we have reduced the telescopic sum and ignored the positive quantity
√

Φk(w
0,T
k ). We can further

reduce the above inequality using distributive law as follows

T−1∑
l=τ

η
∥∥∥∇Φk(w

0,l
k )
∥∥∥ ≤ √

η

2√γΦk(w
0,τ
k )

T−1∑
l=τ

√
Φk(w

0,l
k ) + 2

√
γ × η2Lmaxl

′
max

2

(
T−1∑
l=τ

√
Φk(w

0,l
k )

)2
1/2

≤ √
η

[
2
√
γΦk(w0)

(
1− αminη

2

) τ
2

T−1∑
l=τ

(
1− αminη

2

) l
2

+
√
γη2Lmaxl

′
maxΦk(w0)

(
T−1∑
l=τ

(
1− αminη

2

) l
2

)2
1/2

, (18)

where the above inequality follows from the Lemma E.3. Next, for x ∈ [0, 1], we have the inequality
1 − x ≤ (1 − x

2 )
2. We use this inequality to upper bound the last term of the above inequality as

follows
T−1∑
l=τ

(
1− αminη

2

) l
2 ≤

(
1− αminη

2

) τ
2

∞∑
q=0

(
1− αminη

2

) q
2

≤
(
1− αminη

2

) τ
2

∞∑
q=0

(
1− αminη

4

)q
=

(
1− αminη

2

) τ
2 × 4

αminη
.
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Next, we use the above upper-bound to equation 18, which will reduce the upper bound to

T−1∑
l=τ

η
∥∥∥∇Φk(w

0,l
k )
∥∥∥ ≤ √

η

[
2
√
γΦk(w

0)
(
1− αminη

2

)τ
× 4

αminη
+

√
γη2Lmaxl

′
maxΦk(w

0)

((
1− αminη

2

) τ
2 × 4

αminη

)2
]1/2

=

[
2η

√
γΦk(w

0)
(
1− αminη

2

)τ
× 4

αminη
+
√
γη3Lmaxl

′
maxΦk(w

0)

((
1− αminη

2

) τ
2 × 4

αminη

)2
]1/2

=

[
8
√
1 + η2Lmaxl′maxΦk(w

0)

αmin
+

16ηLmaxl
′
max

√
1 + η2Lmaxl′maxΦk(w

0)

α2
min

] 1
2

×
(
1− αminη

2

) τ
2

.

If we choose η <
√

3
Lmaxl′max

, the above inequality reduces to

T−1∑
l=τ

η
∥∥∥∇Φk(w

0,l
k )
∥∥∥ ≤

(
16

αmin
+

32ηLmaxl
′
max

α2
min

) 1
2 √

Φk(w0)×
(
1− αminη

2

) τ
2

.

Again choosing η < αmin

2Lmaxl′max
, we get

T−1∑
l=τ

η
∥∥∥∇Φk(w

0,l
k )
∥∥∥ ≤

(
16

αmin
+

16

αmin

) 1
2 √

Φk(w0)×
(
1− αminη

2

) τ
2

≤

√
32Φk(w0)

αmin

(
1− αminη

2

) τ
2

.

Now, we are ready to complete the proof of Theorem E.1.

Proof. (Proof of Theorem E.1): Applying the Lemma E.5 with τ = 0 and assumed condition, we
have

∥w0,T
k −w0,0

k ∥ ≤
T−1∑
τ=0

η∥∇Φk(w
0,τ
k )∥

≤

√
32Φk(w

0,0
k )

αmin
< ρ.

The last inequality follows from equation 14. This shows that w0,T
k ∈ B(w0, ρ), which by induction

is true for all T ∈ N. This completes the proof.

F PROOF OF THEOREM 3.1

To prove the Theorem 3.1, the foremost requirement is to show that the local and the global updates
of FedAvg Algorithm 1 at each local round T and the global rounds R stay within a closed ball of
radius ρ > 0 and centre at initialization w0, i.e., wR,T

k ∈ B[w0, ρ] for all R ≥ 0 and T ≥ 0. We use
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the method of induction for two variables to prove this. By our initial hypothesis, the initialization
w0,0

k = w0 ∈ B[w0, ρ], and hence the hypothesis is true for R = 0 and T = 0. First we show

that the sequence
{
w0,T

k

}
T≥0

stays within the ball for all T and k ∈ [K] under the Assumption

2.1 and Assumption 2.4 [see Theorem E.1]. Towards this, assume the induction hypothesis that
w0,1

k ,w0,2
k , . . . ,w0,T−1

k ∈ B[w0, ρ] for all k ∈ [K], then we need to prove that w0,T
k ∈ B[w0, ρ].

This is shown in Theorem E.1. Next, we assume that w1,T
k ,w2,T

k , . . . ,wR−1,T
k ∈ B[w0, ρ] as the

induction hypothesis on the first variable, and prove that wR,T
k ∈ B[w0, ρ]. This is equivalent to

saying ∥wR,T
k −w0,0

k ∥ ≤ ρ for all k ∈ [K]. This requires the following set of lemmas.
Lemma F.1. For 0 ≤ r ≤ R− 1 and τ ≤ T , we have for all k ∈ [K],

Φk(w
r,τ
k ) ≤

(
1− ηαmin

2

)τ
Φk(w

r,0
k ),

where αmin := min{α1(w
0, ρ), α2(w

0, ρ), . . . , αK(w0, ρ)} provided η < αmin

4Lmaxl′max
where

Lmax := maxk Lk and l′max := maxk l
′
k.

Proof. For brevity, in this proof, we will use αk in place of αk(w
0, ρ). Since, r ≤ R−1 and τ ≤ T,

we have wr,τ
k ∈ B[w0, ρ] by induction hypothesis and Assumption 2.1 on Φk, we have

Φk(w
r,τ
k ) ≤ Φk(w

r,τ−1
k ) + ⟨wr,τ

k −wr,τ−1
k ,∇Φk(w

r,τ−1
k ⟩+ η2Lk

2
∥wr,τ

k −wr,τ−1
k ∥2

≤ Φk(w
r,τ−1
k )− η

〈
∇̂Φk(w

r,τ−1
k ),∇Φk(w

r,τ−1
k

〉
+

η2Lk

2
∥∇̂Φk(w

r,τ−1
k )∥2.

Next, we take expectation over mini-batch of samples at client k ∈ [K]. The above inequality
reduces to

Φk(w
r,τ
k ) ≤ Φk(w

r,τ−1
k )− η

〈
∇Φk(w

r,τ−1
k ),∇Φk(w

r,τ−1
k

〉
+

η2Lk

2
E∥∇̂Φk(w

r,τ−1
k )∥2

(a)

≤ Φk(w
r,τ−1
k )− ηαkΦk(w

r,τ−1
k ) + 2η2Lkl

′
kΦk(w

r,τ−1
k )

≤ (1− ηαmin + 2η2Lkl
′
k)Φk(w

r,τ−1
k )

≤ (1− ηαmin + 2η2Lmaxl
′
max)Φk(w

r,τ−1
k ),

where (a) follows from the Definition 2.3 and Lemma D.2. Last inequality follows as Lk ≤ Lmax

and l′k ≤ l′max for all k ∈ [K]. Using η < αmin

4Lmaxl′max
, wr = wr,0

k , and recursively iterating over τ ,
we have the desired upper bound

Φk(w
r,τ
k ) ≤

(
1− ηαmin

2

)τ
Φk(w

r).

The above lemma gives an upper bound on the loss function at each client k ∈ [K] for which
wr,τ

k ∈ B[w0, ρ] for r ≤ R − 1 and τ ≤ T . In the next Lemma, we prove an upper bound for the
same when r > R− 1.
Lemma F.2. For r ≥ R, we have for all k ∈ [K]

Φk(w
r,τ
k ) ≤ (1 + 3ηLk)

τΦk(w
r,0
k ),

provided η < 1
2l′max

.

Proof. For r ≥ R, the induction hypothesis is not valid. Therefore, by the Assumption 2.1 i.e., Φk

is Lk−Smooth, we can write

Φk(w
r,τ
k ) ≤ Φk(w

r,τ−1
k ) + ⟨wr,τ

k −wr,τ−1
k ,∇Φk(w

r,τ−1
k ⟩+ η2Lk

2
∥wr,τ

k −wr,τ−1
k ∥2

≤ Φk(w
r,τ−1
k )− η

〈
∇̂Φk(w

r,τ−1
k ),∇Φk(w

r,τ−1
k

〉
+

η2Lk

2
∥∇̂Φk(w

r,τ−1
k )∥2.
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Taking expectation over mini-batch of samples reduces the above inequality to

Φk(w
r,τ
k ) ≤ Φk(w

r,τ−1
k )− η∥∇Φk(w

r,τ−1
k )∥2 + η2Lk

2
E∥∇̂Φk(w

r,τ−1
k )∥2

≤ (1 + 2ηLk + 2η2Lkl
′
k)Φk(w

r,τ−1
k )

≤ (1 + 2ηLk + 2η2Lkl
′
max)Φk(w

r,τ−1
k ),

where we have used the unbiased gradient assumption and the fact that −η∥∇Φk(w
r,τ−1
k )∥2 ≤

2ηLkΦk(w
r,τ−1
k ); which can be easily derived from smoothness assumption 2.1. Also, the last term

is upper-bounded by using Lemma D.2 Using η < 1
2l′max

in the above results and iterating over τ
results in

Φk(w
r,τ
k ) ≤ (1 + 3ηLk)

τΦk(w
r,0
k ).

Next, we define the error of linear approximation of global loss function as Γr and show that it is
bounded above.

Lemma F.3. Define the error as Γr = Φ(wr+1) − Φ(wr) + η∥∇Φ(wr)∥2. Then for r ≤ R − 1,
τ ≤ T and T ≥ 3, we have

Γr ≤ η

(
αg −

αgT

4

)
Φ(wr)

provided η < min
{

1
3LmaxT

,
αgαmin

4T (4L2
maxl

′
max+Ll′maxαmin)

}
, where Lmax := maxk∈[K] Lk, l′max :=

maxk∈[K] l
′
k and αmin := mink∈[K] αk.

Proof. Since, for r ≤ R− 1 and τ ≤ T , we have wr,τ
k ∈ B[w0, ρ]. By using FedAvg update rule in

Algorithm 1, we can write the linear approximation error Γr as

Γr ≤ Φ

(
wr − η

K

K∑
k=1

T−1∑
τ=0

∇̂Φk(w
r,τ
k )

)
− Φ(wr) + η∥∇Φ(wr)∥2

≤ −η

T−1∑
τ=0

〈
1

K

K∑
k=1

∇̂Φk(w
r,τ
k ),∇Φ(wr)

〉
+

Lη2

2K2

∥∥∥∥∥
K∑

k=1

T−1∑
τ=0

∇̂Φk(w
r,τ
k )

∥∥∥∥∥
2

+ η∥∇Φ(wr)∥2,

where the above inequality follows from L−smoothness Assumption 2.1 for the global loss function
Φ. Further, we can take the expectation over a mini-batch of samples and write the above inequality
as

Γr ≤ −η

T−1∑
τ=0

〈
1

K

K∑
k=1

∇Φk(w
r,τ
k ),∇Φ(wr)

〉
+

Lη2

2K2
E

∥∥∥∥∥
K∑

k=1

T−1∑
τ=0

∇̂Φk(w
r,τ
k )

∥∥∥∥∥
2
+ η∥∇Φ(wr)∥2

≤ −η

2

T−1∑
τ=0

∥∥∥∥∥ 1

K

K∑
k=1

∇Φk(w
r,τ
k )

∥∥∥∥∥
2

− η

2

T−1∑
τ=0

∥∇Φ(wr)∥2 + η∥∇Φ(wr)∥2

+
Lη2T

2K

K∑
k=1

T−1∑
τ=0

E
[
∥∇̂Φk(w

r,τ
k )∥2

]
+

η

2

T−1∑
τ=0

∥∥∥∥∥ 1

K

K∑
k=1

∇Φk(w
r,τ
k )−∇Φ(wr)

∥∥∥∥∥
2

,

where the above inequality follows from the identity ∥a − b∥2 = ∥a∥2 + ∥b∥2 − 2⟨a, b⟩ and
inequality ∥

∑n
i=1 ai∥2 ≤ n

∑n
i=1 ∥ai∥2. The above inequality can be further simplified with the
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help of smoothness as

Γr

(a)

≤ −η

(
T

2
− 1

)
∥∇Φ(wr)∥2 + η

2K

K∑
k=1

T−1∑
τ=0

∥∇Φk(w
r,τ
k )−∇Φk(w

r)∥2

+
2Ll′maxη

2T

K

K∑
k=1

T−1∑
τ=0

Φk(w
r,τ
k )

(b)

≤ −ηαg

(
T

2
− 1

)
Φ(wr) +

ηL2
max

2K

K∑
k=1

T−1∑
τ=0

∥wr,τ
k −wr∥2

+
2Ll′maxη

2T

K

K∑
k=1

T−1∑
τ=0

(1 + 3ηLk)
τΦk(w

r,0
k )

≤ −ηαg

(
T

2
− 1

)
Φ(wr) +

ηL2
max

2K

K∑
k=1

T−1∑
τ=0

∥wr,τ
k −wr∥2

+
2Ll′maxη

2T

K

K∑
k=1

T−1∑
τ=0

(1 + 3ηLmax)
τΦk(w

r,0
k ),

where the last term of inequality (a) follows from sample-wise smoothness Assumption2.2 and
unbiased estimate assumption of loss function Φk, here l′max := maxk l

′
k. The first term of the above

inequality (b) is a direct consequence of the Assumption 2.4 as T ≥ 3. The second term follows
from the Lk−smoothness Assumption 2.1 for loss function Φk whereas the third term follows from
Lemma F.2. Here, Lmax := maxk Lk. Note that we have ignored the first term as it is negative. We
can further reduce the above inequality Γr as follows,

Γr

(a)

≤ −ηαg

(
T

2
− 1

)
Φ(wr) +

ηL2
max

2K

K∑
k=1

T−1∑
τ=0

∥∥∥∥∥−η

τ−1∑
t=0

∇̂Φk(w
r,t
k )

∥∥∥∥∥
2

+ Ll′maxη
2T 2eΦ(wr)

(b)

≤ −ηαg

(
T

2
− 1

)
Φ(wr) +

2η3L2
maxl

′
max

K

K∑
k=1

T−1∑
τ=0

τ

τ−1∑
t=0

Φk(w
r,t
k ) + Ll′maxη

2T 2eΦ(wr),

where the second term of inequality (a) follows from the telescopic sum for the SGD update rule,
and in the last term, we have assumed the η < 1

3LmaxT
. The second term of inequality (b) follows

from sample-wise smoothness Assumption2.2. Next, we use Lemma F.1 in the above inequality to
get the second term in the global loss function Φ.

Γr ≤ −ηαg

(
T

2
− 1

)
Φ(wr) +

2η3L2
maxl

′
max

K

K∑
k=1

T−1∑
τ=0

τ

τ−1∑
t=0

(
1− ηαmin

2

)t
Φk(w

r,0
k )

+ Ll′maxη
2T 2eΦ(wr)

≤ −ηαg

(
T

2
− 1

)
Φ(wr) +

4η2T 2L2
maxl

′
max

αmin
Φ(wr) + Ll′maxη

2T 2eΦ(wr)

≤
(
ηαg −

ηαgT

2
+ η2T 2e

(
4L2

maxl
′
max + Ll′maxαmin

αmin

))
Φ(wr),

where the second inequality follows from the infinite geometric sum and the sum of the first T
natural numbers. Using η <

αgαmin

4T (4L2
maxl

′
max+Ll′maxαmin)

, the above inequality boils down to desired
result,

Γr ≤ η

(
αg −

αgT

4

)
Φ(wr).

In the next lemma, we will use the above error bound to show the linear convergence relation of Φ.
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Lemma F.4. For each r ≤ R i.e, for wr ∈ B[w0, ρ], we have

Φ(wr) ≤
(
1− ηαgT

4

)R

Φ(w0).

Proof. From the definition of Γr for r ≤ R, we have

Φ(wr+1) = Φ(wr)− η∥∇Φ(wr)∥2 + Γr

≤ Φ(wr)− ηαgΦ(w
r) + η

(
αg −

αgT

4

)
Φ(wr)

≤
(
1− ηαgT

4

)
Φ(wr),

where the second inequality follows from the definition 2.3 for global loss function Φ and Lemma
F.3. Next, we iterate over r and this proves the claim of the Lemma F.4 i.e,

Φ(wr) ≤
(
1− ηαgT

4

)r

Φ(w0).

The above Lemma F.4 is valid as long as wr ∈ B[w0, ρ] for r ≤ R. Therefore, we need to show
that wr ∈ B[w0, ρ] for all r. Towards this, we need the following drift to be bounded. Especially,
for the case, when r = R as wR,T

k may lie outside of the ball B[w0, ρ].

Lemma F.5. For r ≤ R and η < min

{
1

3LmaxT
, 1

T
√

2el′maxKΦ(w0)

}
, we have∥∥∥wr,T

k −wr,0
k

∥∥∥ ≤ ζρρ

for some ζρ ∈ (0, 1).

Proof. Writing the drift term as telescoping sum, we have

∥wr,T
k −wr,0

k ∥ =

∥∥∥∥∥
T−1∑
τ=0

(wr,τ+1
k −wr,τ

k )

∥∥∥∥∥
≤ η

√
2l′k

T−1∑
τ=0

√
Φk(w

r,τ
k ),

where the above inequality follows from the local SGD update rule and Lemma D.2 which is a
consequence of sample-wise smoothness Assumption 2.1 of Φk for all k ∈ [K]. Next, we use
Lemma F.2 as wR,T

k may lie outside of the ball B[w0, ρ], which reduces the above inequality to,

∥wr,T
k −wr,0

k ∥ ≤ η
√
2l′k

T−1∑
t=0

(1 + 3ηLk)
t/2
√
Φk(w

r,0
k )

≤ ηT
√
2l′kK

(
1 +

3ηLk

2

)T √
Φ(wr)

≤ ηT
√
2l′kKΦ(w0)

(
1 +

3ηLmax

2

)T (
1− ηαgT

8

)r

≤ ηT
√
2l′kKΦ(w0) exp

(
3ηLmaxT

2

)(
1− ηαgT

8

)r

,

where the second inequality follows from the result
√
1 + x ≤ (1+ x

2 ) for x ∈ (0, 1) and Φk(w
r) ≤∑K

k=1 Φk(w
r). Since, wr ∈ B[w0, ρ] for all r ≤ R by the induction hypothesis. Therefore, by
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Lemma F.1, we get the third inequality. Last inequality follows from (1+x) ≤ exp(x) for all x ≥ 0.
Note that Lk ≤ Lmax for all k ∈ [K]. Further,

∥wr,T
k −wr,0

k ∥ ≤ ηT
√

2el′kKΦ(w0) exp

(
−ηrαgT

8

)
≤ ηT

√
2el′maxKΦ(w0),

(19)

where we have used the inequality (1 + x) ≤ ex for all x ∈ R and η < 1
3LmaxT

in the first
inequality. The last inequality follows from the fact exp(−x) ≤ 1 for all x ≥ 0 and l′k ≤ l′max.
Next, by choosing η <

ζρρ

T
√

2el′maxKΦ(w0)
, we have

∥wr,T
k −wr,0

k ∥ < ζρρ.

Next, we upper bound the global drift for r ≤ R, especially for r = R, to get the desired result of
Theorem 3.1.
Lemma F.6. For r ≤ R, we have

∥wr −w0∥ ≤
√

128el′maxKΦ(w0)

αg
, (20)

provided η < 1
3LmaxT

, where Lmax := maxk∈[K] Lk and l′max := maxk l
′
k.

Proof. Consider the following

∥wr −w0∥ =

∥∥∥∥∥
r−1∑
s=0

(ws+1 −ws)

∥∥∥∥∥
≤

r−1∑
s=0

∥∥∥∥∥ws − η

K

K∑
k=1

T−1∑
τ=0

∇̂Φk(w
s,τ
k )−ws

∥∥∥∥∥
≤ η

K

K∑
k=1

r−1∑
s=0

T−1∑
τ=0

∥∥∥∇̂Φk(w
s,τ
k )
∥∥∥ ,

where the first equality follows from the telescoping sum whereas the second inequality follows
from triangle inequality and FedAvg update rule in Algorithm 1. The last inequality follows from
the triangle inequality. The above can be further bounded as follows,

∥wr −w0∥ ≤
η
√

2l′max

K

K∑
k=1

r−1∑
s=0

T−1∑
τ=0

√
Φ̂k(w

s,τ
k ),

where we have used the samples-smoothness Assumption 2.2.Next, we take expectation over a mini-
batch of samples and apply Jensen’s inequality. We get

∥wr −w0∥ ≤
η
√
2l′max

K

K∑
k=1

r−1∑
s=0

T−1∑
τ=0

√
Φk(w

s,τ
k )

≤
η
√
2l′max

K

K∑
k=1

r−1∑
s=0

T−1∑
τ=0

(1 + 3ηLk)
τ/2
√
Φk(ws)

≤
η
√
2l′max

K

K∑
k=1

r−1∑
s=0

T−1∑
τ=0

(1 + 3ηLmax)
T/2

√
Φk(ws)

≤
η
√
2l′max

K

K∑
k=1

r−1∑
s=0

T−1∑
τ=0

exp

(
3ηLmaxT

2

)√
Φk(ws),
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where the second inequality follows from Lemma F.2 and ws,0
k = ws. Also, Lk ≤ Lmax. Next, we

choose η < 1
3LmaxT

and use the fact that
√

Φk(ws) ≤
√∑K

k=1 Φk(ws) and the Lemma F.1 in the
above inequality.

∥wr −w0∥ ≤
ηT
√
2el′max√
K

K∑
k=1

r−1∑
s=0

√
Φ(ws)

≤
ηT
√

2el′maxK

K

K∑
k=1

r−1∑
s=0

(
1− ηαgT

4

)s/2√
Φ(w0)

≤
√

128el′maxKΦ(w0)

αg
,

where the final inequality is due to the result (1− x)
r/2 ≤

(
1− x

2

)r
for x ∈ (0, 1) and the infinite

geometric sum.

F.1 PROOF OF THEOREM 3.1

Proof. From the Lemma F.5 and Lemma F.6, for r = R, we have∥∥∥wR,T
k −w0,0

k

∥∥∥ ≤
∥∥∥wR,T

k −wR,0
k

∥∥∥+ ∥∥∥wR,0
k −w0,0

k

∥∥∥
≤ ζρρ+

√
128el′maxKΦ(w0)

αg

≤ ρ,

where the last inequality follows from the assumed new condition 2.4(b) on αg assumed in Theorem
3.1. Therefore, by induction wR,T

k ∈ B[w0, ρ] for R ≥ 0 and T ≥ 0. Consequently, wR ∈ B[w0, ρ]
for all R ≥ 0 and lemma F.4 holds for R ≥ 0. Taking R → ∞, results in Φ(w∗) = 0, where
w∗ ∈ B(w0) is the optimal point.

G ANALYTICAL AND EXPERIMENTAL JUSTIFICATION OF ASSUMPTION 4.4

By definition of λk,min(m) defined in equation 9, we have

Ew0e⊤k Hk(w
0)Hk(w

0)⊤ek

∥ek∥2
=

∑
i,j,p

uk,iuk,jv
2
pGp(k, i, j)x

⊤
k,ixk,j

=
∑
i,j

uk,iuk,j

∑
p

Gp(k, i, j)x
⊤
k,ixk,j

= m
∑
i,j

Ew0
p

[
σ′(w0⊤

p xk,i)σ
′(w0⊤

p xk,j)
]
uk,iuk,jx

⊤
k,ixk,j ,

where Gp(k, i, j) := Ew0
p
[σ′(w0⊤

p xk,i)σ
′(w0⊤

p xk,j)] is independent of p, uk,i :=
ek,i

∥ek∥ and w0
p

is the pth vector of size d in the w0 vector. In the above, ek,i is the ith entry of ek, and the last
inequality follows from the fact that Gp(i, j, k) is independent of p since the w0 is sampled in an
i.i.d. fashion from a Gaussian distribution (see the discussion above Lemma 4.3 or Algorithm 2).
Based on the above, it seems reasonable to expect that both λ−

k,ρ(m) and λ−
ρ (m) scale with m

provided the matrices H(w0)H(w0)⊤ and H(w0)H(w0)⊤ are of full ranks respectively, which
is shown in Lemma 4.3.

H BOUND ON THE OUTPUT OF THE NN2

In this section, we state and prove a bound on the output of the NN. The following lemma will come
in handy while proving the generalization result for unbounded loss.
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Lemma H.1. There exists a NNβ=1 with some weights v ∈ {−1, 1}m in the output layer such that

|fw,v(x)| ≤ ∆ :=
√
2Dσd

√
ρ2+3m

m log (4) for any random data point x ∈ Xk := {xk,i : i ∈ [n]},
k ∈ [K], sampled i.i.d. from pk(x), and w ∈ B[w0, ρ].

Proof: Recall that the weights in the final layer of the NNβ=1, i.e., v is sampled randomly. We will
show that in the ensemble of NNβ=1, there exists at least one NN whose output is bounded by ∆
regardless of the input, i.e., Pr {∃v ∈ {−1, 1}m : |fw,v(x)| ≤ ∆} > 1

2
6. This probability can be

written as

Pr {∃v ∈ {−1, 1}m : |fw,v(x)| ≤ ∆} = 1− Pr

 ⋂
v∈{−1,1}m

|fw,v(x)| ≤ ∆


> 1− Pr {|fw,v(x)| ≤ ∆} . (21)

Thus, we need to upper bound Pr {|fw,v(x)| ≤ ∆}. Let us start with the complement of the event
for any x ∼ pk(x), i.e.,

P

[{∣∣∣∣∣ 1√
m

m∑
l=1

vlσ(w
⊤
l x)

∣∣∣∣∣ > ∆

}]
= Ex∼pk(x)P

[{∣∣∣∣∣ 1√
m

m∑
l=1

vlσ(w
⊤
l x)

∣∣∣∣∣ > ∆

}
| x

]
. (22)

Since σ(·) is a smooth function, it follows from the remainder form of Taylor’s expansion around
w = 0 that7

σ(w⊤
l x) = σ(0) +w⊤

l ∇σ(w⊤
l∗x)

= w⊤
l ∇σ(w⊤

l∗x),

where wl∗ lies between the line joining the points 0 ∈ Rd, wl ∈ Rd, and x ∈ Xk. Using the above
approximation, we get the following upper bound over the ball B[w0, ρ] for all l ∈ [m]∣∣∣∣vlσ(w⊤

l x)√
m

∣∣∣∣ ≤ ∥wl∥dDσ√
m

,

where we have used the assumed upper-bound on the activation function, i.e., σ′(w⊤
l x) ≤ Dσ . As

the random variable of interest is bounded, we get the following upper bound using Hoeffding’s
inequality in equation 22

P

[{∣∣∣∣∣ 1√
m

m∑
l=1

vlσ(w
⊤
l x)

∣∣∣∣∣ > ∆

}]
≤ Epk(x)

exp
− 2∆2∑m

l=1

[
2∥wl∥dDσ√

m

]2
 | x


≤ E

[
exp

{
− m∆2

2d2D2
σ (∥w −w0∥2 + ∥w0∥2)

}]
≤ E

[
exp

{
− m∆2

2d2ρ2D2
σ + 2d2D2

σ∥w0∥2

}]
,

where the expectation is with respect to the random initialization. Next, we upper-bound the right-
hand side of the above inequality using the total expectation law as follows,

E
[
exp

{
− m∆2

2d2D2
σ (ρ

2 + ∥w0∥2)

}]
≤ E

[
exp

{
− m∆2

2d2D2
σ (ρ

2 + ∥w0∥2)

}∣∣∣∣ ∥w0∥2 < ζ

]
+ E

[
exp

{
− m∆2

2d2D2
σ (ρ

2 + ∥w0∥2)

}∣∣∣∣ ∥w0∥2 > ζ

]
× P[∥w0∥2 > ζ]

≤ exp

{
− m∆2

2d2D2
σ (ρ

2 + ζ)

}
+ P[∥w0∥2 > ζ] (23)

6We just need to show that this quantity is non-zero. However, without loss of optimality, we choose 1/2.
7Note that the expansion around the origin does not contradict the previous argument that the ball should

not contain the origin.
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where the last inequality, we have used E
[
exp

{
− m∆2

2d2D2
σ(ρ

2+∥w0∥2)

}∣∣∣ ∥w0∥2 > ζ
]
≤ 1. Using the

Lemma in Appendix D and ζ = 4m, equation 23 reduces to

E
[
exp

{
− m∆2

2d2D2
σ (ρ

2 + ∥w0∥2)

}]
≤ exp

{
− m∆2

2d2D2
σ(ρ

2 + 4m)

}
+ exp

{
−dm

2

}
≤ 2 exp

{
−m

2
min

(
∆2

d2D2
σ(ρ

2 + 4m)
,
d

2

)}
(24)

Note that by choosing ∆ <
d3D2

σ(ρ
2+m)

2 ensures that the first term, i.e., ∆2

d2D2
σ(ρ

2+4m) is the mini-

mum. Further, by choosing ∆ >
√
2Dσd

√
ρ2+3m

m log (4) ensures that the above is less than 1/2,
as desired. This completes the proof.
Lemma H.2. With a probability of at least 1− δ/2, the loss function satisfies

Φ(w0) ≤ n× b :=

[
2D2

σρ
2d log(2n/δ)

m
+ 2y2max

]
. (25)

Proof. Consider the squared loss for the 2-layer NN defined in equation 6

Φk(w) =

n∑
i=1

[fw,v(xk,i)− yk,i]
2

≤ 2

n∑
i=1

[
(fw,v(xk,i))

2 + (yk,i)
2
]

≤ n×
[
2D2

σρ
2d log(2n/δ)

m
+ 2y2max

]
,

where the last inequality follows from Lemma H.1 with δ1 = δ
2 and y2max := maxi∈[n] y

2
k,i, and

hence satisfies with a probability of at least (1− δ
2 ).

I PROOF OF THEOREM 4.5

We consider the following average loss function:

Φ(w) :=
1

K

K∑
k=1

Φk(w), (26)

where Φk : Rmd → R is squared loss function for each client k ∈ [K] and is defined as

Φk(w) =

n∑
i=1

[fw,v(xk,i)− yk,i]
2
.

In the following, we show that the above NN with initialization provided in Algorithm 2 satisfies the
conditions provided in Assumption 2.4 (1) and (2) provided the number of neurons in the first layer
scales as O(nKd ). Note that Algorithm 2 uses the following matrix

Jk(w,v) :=
1√
m

×Hk(w,v) =
1√
m

×


v1σ

′(w⊤
1 xk,1)x

⊤
k,1 . . . vmσ′(w⊤

mxk,1)x
⊤
k,1

· · ·
· · ·
· · ·

v1σ
′(w⊤

1 xk,n)x
⊤
k,n . . . vmσ′(w⊤

mxk,n)x
⊤
k,n

 ,

where k = 1, 2, . . . ,K. The size of the above matrix is Rn×md. Note that the neural coefficients
vi’s for the second layer are sampled from a uniform distribution as shown in Algorithm 2, and are
the same across clients.

Consider a single hidden layer NN defined in Sec. 4. For clarity, with a slight abuse of notation, we
use w to represent the weights of the first layer while we use v to denote the weights of the second
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layer. Note that the conditions in Assumption 2.4 amount to finding a lower bound on the norm
squared of the gradient in terms of the average loss function inside a ball of radius ρ centred at w0.
Therefore, we consider the gradient of the average loss function in 26

∇wΦ(w) =
1

K

K∑
k=1

n∑
i=1

∇w (fw(xk,i)− yk,i)
2

=
2

K

K∑
k=1

n∑
i=1

∇w (fw(xk,i))
⊤
(fw(xk,i)− yk,i)

=
2

K

K∑
k=1

J⊤
k (w)(fw(Xk)− yk),

where Jk(w) ∈ Rn×md is the Jacobian matrix with the weight of the output layer scaled by β,
defined in Algorithm 2, of the loss function at each client k ∈ [K], and is given by

Jk(w) :=


∇wfw(xk,1)

⊤

∇wfw(xk,2)
⊤

·
·
·

∇wfw(xk,n)
⊤

 =
1√
m

×Hk(w)

and is explicitly defined in Sec. 4, and [fw(Xk)− yk] ∈ Rn be the column vector of error on each
of n input data available at client k ∈ [K]. For simplicity, we denote error vector for client k ∈ [K]
by ek, and is given by

ek := [fw(Xk)− yk] =


fw(xk,1)− yk,1
fw(xk,2)− yk,2

·
·
·

fw(xk,n)− yk,n

 ∈ Rn×1.

Using the above notations, we can re-write the gradient of the average loss in a more compact matrix
form as

∇Φ(w) =
2

K

K∑
k=1

J⊤
k (w)ek

=
2

K
J(w)⊤e, (27)

where J(w) := [J1(w),J2(w), . . . ,JK(w)] ∈ RnK×md, and the column vector formed by con-
catenating the error vectors ek and is given by e = [e1, e2, . . . , ek]

⊤ ∈ RnK . Now, using equa-
tion 27, the norm squared of the gradient can be written as

∥∇Φ(w)∥2 =
4

K2

(
e⊤
[
J(w)J(w)⊤

]
e
)

=
4

K2
∥J(w)⊤e∥2. (28)

Next, we approximate the matrix Hk(w) around the origin w0. Note that (i, j)th entry of the matrix
Hk(w) is given by [Hk(w)]i,j = vjσ

′(w⊤
j xk,i)x

⊤
k,i. Therefore,∥∥(H⊤

k (w)−H⊤
k (w0))ek

∥∥2
2

=

n∑
i=1

m∑
j=1

∣∣vjσ′(w⊤
j xk,i)x

⊤
k,i − vjσ

′((w0
j )

Txk,i)ek,ix
⊤
k,i

∣∣2
=

n∑
i=1

m∑
j=1

∣∣σ′(w⊤
j xk,i)− σ′((w0)Txk,i))

∣∣2 |ek,i|2∥x⊤
k,i∥2,(29)

=

m∑
j=1

∣∣σ′(w⊤
j xk,i)− σ′((w0)Txk,i)

∣∣2 n∑
i=1

|ek,i|2, (30)
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where the above inequality follows from the fact that ∥x⊤
k,i∥2 = 1, and ek,i is the i-th component of

the vector ek. By Taylor’s expansion around w0, we can write

σ′(w⊤
j xk,i) = σ′(w0) + (wj −w0

j )
⊤∇σ′(w⊤

j∗xk,i) (31)

for some wj∗ in the line joining wj and w0. Now, using the above equation, we have

∥∥(H⊤
k (w)−H⊤

k (w0))ek
∥∥2
2

=

n∑
i=1

m∑
j=1

∣∣σ′(w0) + (wj −w0
j )

⊤∇σ′(w⊤
j∗xk,i)− σ′(w0)

∣∣2 |ek,i|2
=

n∑
i=1

m∑
j=1

∣∣(wj −w0
j )

⊤∇σ′(w⊤
j∗xk,i)

∣∣2 |ek,i|2
≤

n∑
i=1

m∑
j=1

∥(wj −w0
j )∥2∥∇σ′(w⊤

j∗xk,i)∥2|ek,i|2

≤ d∆2
σ

n∑
i=1

|ek,i|2
 m∑

j=1

∥(wj −w0
j )∥2


≤ d∆2

σρ
2∥ek∥2,

where we have used the assumption (see Assumption 4.1) ∥∇σ′(w⊤
j∗xk,i)∥ ≤ d∆σ . Summing the

above for all k ∈ [K], the following holds∥∥(H(w)−H(w0))e
∥∥2
F

≤ d∆2
σρ

2∥e∥2, (32)

where we have used the definition of ∥e∥2 =
∑K

k=1 ∥ek∥2. Next, we can write

∥H(w0)e−H(w)e+H(w)e∥2 ≤ 2∥H(w0)e−H(w)e∥2 + 2∥H(w)e∥2.

The above equation can be re-written as

∥H(w)e∥2 ≥ 1

2
∥H(w0)e∥2 − ∥(H(w0)−H(w))e∥2F . (33)

Using the equation equation 33 in equation 28,

∥∇Φ(w)∥2 ≥ 4

mK2

[
1

2
∥H(w0)e∥2 − ∥(H(w0)−H(w))e∥2F

]
≥ 4

mK2

[
1

2
∥H(w0)e∥2 − d∆2

σρ
2∥e∥2

]
=

4

mK

[
∥H(w0)e∥2

2∥e∥2
− d∆2

σρ
2

]
∥e∥2

K
,

where in the second inequality, we have used the upper bound from equation equation 32. Now, we
take infimum over the ball B(w0, ρ) on both side of the above equation

inf
w∈B[w0,ρ]

∥∇Φ(w)∥2

Φ(w)
≥ 2

mK
inf

w∈B[w0,ρ]

e⊤H(w0)H(w0)⊤e

∥e∥2
− 4d∆2

σρ
2

mK
.

The above equation can be written as

αg(w
0, ρ) ≥ 2

mK
λ−
ρ (m)− 4d∆2

σρ
2

mK
, (34)

where λ−
ρ (m) := infw∈B(w0,ρ)

e⊤H(w0)⊤H(w0)e
∥e∥2 . Similarly, for the single-client setting, we have

αk(w
0, ρ) ≥ 2

λ−
k,ρ(m)

m
− 4d∆2

σρ
2

m
(35)
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for all k ∈ [K]. Now, we need a bound on l′max. However, we will find a bound on L instead, which
may be of independent interest. Later, we find a bound on l′max as a special case. Consider

∥∇Φ(w)∥2 =
4

mK2
∥H(w)e∥2

≤ 4

mK2

{
2∥
(
H(w)−H(w0)

)
e∥2F + 2∥H(w0)e∥2

}
≤ 4

mK2

{
d∆2

σρ
2∥e∥2 + 2∥H(w0)e∥2

}
,

where the second inequality from the result ∥a+b∥2 ≤ 2∥a∥2+2∥b∥2 and the last inequality follows
from equation 32. Further we divide both side by Φ(w) = ∥e∥2

K , we get

∥∇Φ(w)∥2

Φ(w)
≤ 8

mK
sup

w∈B[w0,ρ]

∥H(w0)e∥2

∥e∥2
+

d∆2
σρ

2

mK
(36)

By comparing the above inequality with ∥∇Φ(w)∥2 ≤ 2LΦ(w), we get

L =
4

mK
λ+
ρ (m) +

d∆2
σρ

2

2mK
, (37)

where λ+
ρ (m) := supw∈B[w0,ρ]

∥H(w0)e∥2

∥e∥2 .

Bound on l′max (Special Case: K = 1, n = 1): For single client (K = 1) and single data point
(n = 1), from equation equation 36 we have,

∥∇Φk,i(w)∥2

Φk,i(w)
≤ 8

m
sup

w∈B[w0,ρ]

∥Hk(w
0)ek,i∥2

e2k,i
+

d∆2
σρ

2

m
(38)

By comparing the above inequality with ∥∇Φk(w)∥2 ≤ 2l′maxΦ(w), where l′max := maxk,i lk,i,
we get

l′max =
4

m
λ+
ρ,max(m) +

d∆2
σρ

2

2m
, (39)

where λ+
ρ,max(m) := maxi∈[n],k∈[K]

[
supw∈B[w0,ρ]

∥H(w0)ek,i∥2

e2k,i

]
.

To satisfy the condition mentioned in Assumption equation 2.4, the NN should be designed such
that the following two properties are satisfied:

• Condition (1) of Assumption 2.4: The first condition is αk > 32Φk(w
0)

ρ2 for k ∈ [K].
Using equation 35, the condition is satisfied if

λ−
k,ρ(m)

m
> 2×

[
∆2

σdρ
2

m
+

8bn

ρ2

]
,

where we have used the fact that with a probability of at least 1 − δ/2, Φk(w
0) ≤ n × b

(see Lemma H.2).

• Condition (2) of Assumption 2.4: The second condition is αg(w
0, ρ) ≥√

128el′maxKΦ(w0)

(1−ζρ)ρ
. Using equation 34 and substituting for L equation 39, and rearrang-

ing, we get the following condition

λ−
ρ (m)

m
>

4K

(1− ζρ)ρ

√
ebnK

(
λ+
ρ,max(m)

m
+

4∆2
σdρ

2

m

)
+

2∆2
σdρ

m
,

where again we have used the fact that Φk(w
0) ≤ n× b with a probability of at least 1− δ/2 from

Lemma H.2. This completes the proof.
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J GENERALIZATION BOUND: PROOF OF THEOREM 5.2

Overview of the proof: Note that the weights of the last layer of the neural network is sampled i.i.d.
from {−1, 1}. Hence, there are 2m possible neural networks (equal probability). In order to prove
generalization bound, we invoke McDiarmids inequality, which requires the output to be bounded.
First, we prove that there exists NNs, i.e., v ∈ {−1, 1}m such that the output is bounded; see Lemma
H.1 in Appendix H. We denote such realizations of v by the set Gv . Once the existence is proved,
we select the NN for which the output is bounded, and prove generalization for the chosen neural
network. This is done by conditioning on the event v ∈ Gv . One can notice that such conditioning
appears in the Rademacher complexity expression as well. In the following, we provide the details.

First, consider the following empirical loss function conditioned on v ∈ Gv
8

Φ(w,v) :=
1

K

K∑
k=1

n∑
i=1

 1√
m

m∑
j=1

vjσ(w
⊤
j xk,i)− yk,i

2

. (40)

Proving a typical PAC-style result requires one to apply McDiarmid’s inequality. Towards this,
consider two sample data points S = (S1, S2, . . . , SK) and S′ = (S′

1, S
′
2, . . . , S

′
K) differing only

by points xk,i in Sk and x′
k,i in S′

k and define
Ψ(S1, S2, . . . , SK) = sup

w∈B[w0,ρ]

(Φ(w,v)− ΦS(w,v)) .

Since the difference of the suprema is upper bounded by the supremum of the difference over the
same set, we have

Ψ(S′)−Ψ(S) = sup
w∈B[w0,ρ]

(Φ(w,v)− ΦS′(w,v))− sup
w∈B[w0,ρ]

(Φ(w,v)− ΦS(w,v))

≤ sup
w∈B[w0,ρ]

(ΦS(w,v)− ΦS′(w,v))

=
1

K
sup

w∈B[w0,ρ]

{
(fw,v(xk,i)− yk,i)

2 − (fw,v(x
′
k,i)− y′k,i)

2
}
,

≤ 2

K

[
sup

w∈B[w0,ρ]

f2
w,v(xk,i) + y2max

]
, (41)

where in the first inequality above, all the terms cancel each other except for different data points xk,i

and x′
k,i. Now, we use Lemma H.1 in Appendix H to show that the output is bounded conditioned

on v ∈ Gv; this allows us to apply Mcdiarmid’s inequality. It is important to note that the data and
v are independent of each other. The proof of Mcdiarmid’s inequality depends on the randomness
in the data and hence, does not change even after conditioning on v ∈ Gv , which is equivalent to the
output being bounded (see Lemma H.1). Invoking Lemma H.1, the following bound holds

sup
w∈B[w0,ρ]

f2
w,v(xk,i) ≤ (ρ2 + 3m)

2D2
σd

2 log 4

m
.

Using the above in equation 41, we get the following bound

Ψ(S′)−Ψ(S) ≤ 2

K

(
(ρ2 + 3m)

2D2
σd

2 log 4

m
+ y2max

)
.

Now, applying McDiarmid’s inequality to Ψ(S)− E|Gv
[Ψ(S)], the following inequality holds with

a probability of at least 1− δ for any w ∈ B[w0, ρ] conditioned on Gv

Ψ(S) ≤ E|Gv
[Ψ(S)] +

(
(ρ2 + 3m)

2D2
σd

2 log 4

m
+ y2max

)√
2n log( 1δ )

K
.

The expectation term appearing in the above inequality can be upper bounded in terms of the
Rademacher Complexity using a standard approach as in Mohri et al. (2019) to get

Φ(w,v) ≤ ΦS(w,v) +
2n

K

K∑
k=1

Radk(w
0, ρ) +

(
2D2

σd
2(log 4)(ρ2 + 3m)

m
+ y2max

)√
2n log( 1δ )

K
,

where the Rademacher complexity is as in Definition 12. This completes the proof.
8For the ease of exposition, we do not show the conditioning explicitly.
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K PROOF OF THEOREM 5.4 (BOUND ON THE RADEMACHER COMPLEXITY)

By the definition of Rademacher complexity of client k ∈ [K], we have

n · Radk(w
0, ρ) := E|v∈Gv

[
sup

w∈B[w0,ρ]

n∑
i=1

ζifw,v(xk,i)

]

= E|v∈Gv

[
sup

w∈B[w0,ρ]

1√
m

n∑
i=1

ζi

m∑
l=1

vlσ(w
⊤
l xk,i).

]
. (42)

Consider P
[
supw∈B[w0,ρ]

∑n
i=1 ζifw(x) > ϵ|v ∈ Gv

]
. Now we use the standard procedure of us-

ing covering to reduce the above supremum to countable union. In particular, it turns out that there
exist balls of radius θ centred at points wlj , j = 1, 2, . . . , Nθ,ρ which covers B(w0, ρ). Here,

Nθ,ρ =
(

3ρ
√
d

θ

)d
(see Shalev-Shwartz & Ben-David (2014)). Using this, we get

P

[
sup

w∈B(0,ρ)

n∑
i=1

ζifw,v(x) > ϵ

∣∣∣∣G
]

= P

Nθ,ρ⋃
j=1

{
sup

w∈B(wlj
,θ)

n∑
i=1

ζifw(x) > ϵ

}∣∣∣∣G


≤
Nθ,ρ∑
j=1

P

[{
sup

w∈B(wlj
,θ)

n∑
i=1

ζifw(x) > ϵ

}∣∣∣∣G
]
, (43)

where the above inequality follows from the union bound. As a part of the covering principle, we
approximate the NN function around the centre of the covering balls B(wlj , θ) using the remainder
form of Taylor series:

fw,v(x) =
1√
m

m∑
l=1

vlσ(w
⊤
l x)

=
1√
m

m∑
l=1

vl

[
σ(w⊤

ljx) + (wlj −wl)
⊤∇σ(w⊤

lj∗x)
]

≤ fwlj
,v(x) +

1√
m

m∑
l=1

∥wlj −wl∥ · ∥∇σ(w⊤
lj∗x)∥

≤ fwlj
,v(x) + θdDσ

√
m,

where the first inequality is due to the well-known result of the Cauchy-Schwarz Inequality, and
the last follows from the assumed upper bound on the activation function σ(·). Using the above
approximation around the centre of the covering ball, we have

sup
w∈B(wlj

,θ)

n∑
i=1

ζifw,v(x) ≤
n∑

i=1

ζifwlj
(x) + nθDσd

√
m.

Note that the event due to the above inequality is bigger than that of in equation 43. Therefore, by
the monotonic property of probability measure, we have
Nθ,ρ∑
j=1

P

[
sup

w∈B(wlj
,θ)

n∑
i=1

ζifw,v(x) > ϵ

∣∣∣∣v ∈ Gv

]
≤

Nθ,ρ∑
j=1

P

[
n∑

i=1

ζifwlj
,v(x) > ϵ− nθDσd

√
m

∣∣∣∣v ∈ Gv

]

≤
Nθ,ρ∑
j=1

exp

− m(ϵ− nθDσd
√
m)2

(ρ2 + 3m)D2
σd

2 log
(

2
δ2

)


≤ Nθ,ρ exp

{
− m(ϵ− nθDσd

√
m)2

(ρ2 + 3m)D2
σd

2 log 4

}
,

where the second inequality follows from the well-known Hoeffding’s Inequality. Note that the

above is less than δ1 when ϵ := nθDσd
√
m +

√
(ρ2+3m)D2

σd
2 log 4 log(Nθ,ρ/δ1)
m . Now, choosing
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θ = 1
2nDσdm

leads to the following

P

{
sup

w∈B[w0,ρ]

n∑
i=1

ζifw,v(x) ≤
1

2
√
m

+

√
(ρ2 + 3m)D2

σd
2 log 4 log(Nθ,ρ/δ1)

m

∣∣∣∣v ∈ Gv

}
≥ 1− δ1.

Now, we are ready to prove a bound on the Rademacher Complexity using the above inequalities.
Let R̂adk(w

0, ρ) := supw∈B[w0,ρ]

∑n
i=1 ζifw,v(x). By the total expectation law, we have

Eζi∈{−1,+1}

[
R̂adk(w

0, ρ)|v ∈ Gv

]
≤ E[R̂adk(w

0, ρ)|R̂adk(w
0, ρ) > ϵ,v ∈ Gv]

× P
[
R̂adk(w

0, ρ) > ϵ|v ∈ Gv

]
+ E[R̂adk(w

0, ρ)|R̂adk(w
0, ρ) < ϵ|v ∈ Gv].

We bound the first term of the above inequality using the upper bound on the output of the NN (see
Lemma H.1) function as follows

Eζi∈{−1,+1}

[
n · R̂adk(w

0, ρ)|v ∈ Gv

]
≤ n

√
2Dσd

√
ρ2 +m

m
(log 4)δ1 + ϵ.

We are free to choose δ1 as it appears in the log term. Choosing δ1 = 1
2mn

√
2Dσd

√
m

log 4(ρ2+m) and

dividing by n leads to

Radk(w
0, ρ) ≤ 1

n
√
m

+

√
(ρ2 + 3m)D2

σd
2(log 4) log(Nθ,ρ/δ1)

mn
.

Note that the first term above converges fast. However, the overall complexity is of the order 1/
√
n

for any ρ ≤ O(
√
m). This completes the proof.
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