# Meta Reviewer

A deep restructuring of the paper is necessary in order to make it more self-contained and
coherent.

Response: We have done a necessary deep restructuring of the paper.

Important information is in the appendix, which is a bad practice.

Response: We have moved the important information previously placed in the appendix into
the main manuscript as per the reviewer’s suggestion.

Better framing of the paper. In their response, the authors say: “our primary objective was
to highlight the presence and nature of biases in LLM-generated translations rather than to
present a finalized detection method” but to me even the title contradicts this.

Response: We have changed the title of the paper from “Translation Tangles: Performance
Benchmarking and Bias Detection in LLM-Based Translation Across Language Families and
Domains” to “Ready to Translate, Not to Represent? Bias and Performance Gaps in Multilingual
LLMs Across Language Families and Domains” as suggested.



# Reviewer 1

The analysis of model performance (RQ1, RQ2, RQ4) confirms existing literature and does
not reveal anything surprising.

Response: We have thoroughly restructured our research questions (RQ1, RQ2, RQ4) and
refined our analysis. We believe the revised framing and deeper evaluation now uncover
meaningful and previously unreported insights that go beyond existing literature.

The heuristic-semantic model’s accuracy in terms of bias detection (42%) on their limited
human annotated dataset is weaker than a naive baseline (50%) indicating the inefficacy of
their method. The LLM-as-a-judge is only slightly better (60%), the paper’s bias detection
frameworks are unreliable.

Response: We acknowledge that the accuracy of our current bias detection frameworks
particularly the heuristic-semantic model, leaves a huge room for improvement. As noted, our
primary objective was to highlight the presence and nature of biases in LLM-generated
translations rather than to present a finalized detection method. The results demonstrate the
complexity of reliably detecting translation bias and underscore the need for continued
research. We hope that our initial efforts and release of annotated dataset can serve as a
foundation for future work on developing more robust bias detection approaches.

I see an over-analysis of the results. Since their results will easily change with a different
experimental setup, capturing global useful trends would be more useful to the reader,
instead of zooming into the numbers which don’t matter. And it would be nice to keep that
analysis succinct, it’s quite verbose. I see this problem in RQ3, 5.2.2. If all evaluation
metrics agree, then talking about each and every metric only reduces readability, RQ1,
RQ2.

Response: As we have substantially revised the research questions, this comment may no
longer fully align with the current structure of the paper. However, regarding the concern about
over-analysis, we have strengthened the analysis by incorporating additional elements such as
standard deviation, identification of best and worst performing models, and deeper
comparative insights to enhance clarity and relevance.

Why do you make the judge LLM return the output in a JSON format? Any specific reason
as opposed to asking in plain natural language?




Response: We chose to structure the LLM-as-a-Judge outputs in JSON format to facilitate
efficient downstream analysis. This format allowed us to systematically extract components
such as "bias_detected", "detected_biases" (e.g., gender, cultural), and "reasons" (e.g.,
explanations of detected bias types). It also helped streamline comparisons with human
annotations and enabled structured aggregation of bias categories across examples during
evaluation.

Limit to two decimal places for the results and remove tensor() on tables in appendix for
better readability

We have limited all numerical results to three decimal places and removed unnecessary tensor()
formatting from the tables in the appendix in this version.

RQ4: analyzing scaling laws might be useful for the community

This comment does not fully align with our revised set of research questions. While analyzing
scaling laws can be valuable, our current focus has shifted toward other core aspects that we
believe offer more actionable insights for the community.



# Reviewer 2

Too many important details are in the Appendix, e.g. Sect 5.1 language pairs in the cross-
and inter family groups.

We have included a concise version of the language pairs in the cross- and inter-family group
information in the main paper.

I feel that some of the conclusions are not solid

a) 5.1 RQL1: cross- versus inter-family. Translation of Chinese is inherently more complicated
than MT of German or French.

b) 5.1 RQ2: you write that translating into colonized languages is easier than out of them. I'm
not sure that colonization explains this - translating into English is simply easier than out of
English!

) 5.1 RQ3: you conclude that translation quality is best for the law domain, followed by
medical and literature. Translation quality can indeed depend on the domain, but even more
on the available resources and language pairs! No information on this is given in the main
paper, nor whether you somehow "normalize" for these factors.

d) 5.1 RQ4: Again, I feel that you average over too many different things. Performance does
not only depend on the model size, but also on how the model was trained, and on which
languages. Not all models are equal in that respect. This seems to be confirmed by BLEU
scores <3 of the small models. At this level, the output is totally useless. Maybe those models
were not trained at all on some of these low-resource languages?

While some of these concerns refer to an earlier version of the paper and may not fully align
with our revised research questions and structure, we have carefully considered the underlying
points. In the updated manuscript, we have expanded the analysis to include standard
deviations, best and worst performing models, and more targeted comparisons to improve
interpretability. Additionally, we now explicitly acknowledge in the limitations section that
variation in resource availability and language pair complexity can influence domain-specific
performance.

You have multiple eval sets and I assume that not all languages are in all test sets. When
you calculate averages, e.g. intra-family, do you average over multiple test sets? Does it
make sense to compare averages obtained over different test sets?

In our analysis, we used only the parallel corpus portion of our evaluation setup, where all
relevant language pairs are consistently represented. Additionally, in this version, we have
expanded the analysis to more targeted comparisons to provide a clearer picture of model
behavior across language groups.



Sect 6.3: you mention that sometimes systems don't create output (i.e. potentially blocked
by the LLM). Do you exclude those instances from the average?

Yes, in cases where an LLM failed to generate an output, we excluded those instances from the
average. We have clarified this in the current Section 6.4 (Before Section 6.3) of this version.



# Reviewer 3

The main problem is that there should be two papers: one about investigating and
comparing different languages and domains, and another one about detecting different
types of bias.

We understand the value of treating these as separate lines of inquiry; prior work has often
explored multilingual evaluation and bias analysis separately. Our intention is to offer a unified
perspective by examining how biases manifest in LLM-generated translations across languages
and domains. We believe this integrated view can reveal interactions that might be missed when
studied separately.

Some important and interesting information can be found in (a very long) Appendix
instead of the main part.

5.1 the definitions of intra-family and cross-family is important, it should not be in
Appendix. (also, one or two sentences should be sufficient)

Section 6: the set-up for human evaluation is important and should not be entirely in
Appendix.

Appendix B.1 the description of biases is very interesting, it would be great if it were in the
main part

In this version, we have addressed all these points. Specifically, we have moved the definitions
of intra-family and cross-family translation into the main paper. We have also brought the
human evaluation setup into the main Section 6.1. Additionally, the description of bias
categories from the appendix is now included in the main text.

the same with coloniser-colonised: the definition is missing

Furthermore, the conclusions might be misleading because it is generally easier to translate
into English (or other "coloniser" languages) because of linguistic reasons, not necessarily
because of colonisation reasons.

These points are no longer relevant in the revised manuscript, as we have restructured the
research questions and removed the coloniser-colonised framing from our analysis.

064: how are harmful biases rooted in imbalanced training data?




Harmful biases often emerge when training data lacks balanced representation across
demographic, linguistic, or cultural dimensions. In such cases, models tend to overfit to the
dominant patterns while underrepresenting or misrepresenting minority groups or less frequent
contexts. This imbalance can lead to skewed outputs that reinforce stereotypes or exclude
marginalized voices.

Appendix A.1. Multilingual Evaluation Prompt -- the title is misleading, it seems that a
prompt for using LLMs for evaluation is described, but it is a prompt used for translation

We have changed the title "Multilingual Evaluation Prompt" to "Multilingual Translation
Prompt Used for Generation" in this version.

Bias and LLM as a judge: set-up unclear

Figure 1 indicates that there is a pipeline, first a heuristic to provide initial results and then
those results are passed to LLMs. The text in Section 3 and the equation (6) also indicate
such set-up.

However, in Section 5 it seems that LLM-judging was a completely separated step, used
only to compare the results with the heuristic.

Our intention was to evaluate bias using a two-stage setup: first, a heuristic model identifies
potential biases, and then these heuristic-labeled outputs are passed to an LLM for judgment.
We agree that Section 5 may have unintentionally suggested that the LLM evaluation was a
completely independent process. We have revised and clarified in this version that the LLM was
used specifically to assess and validate the outputs generated by the heuristic method, as part of
a coherent evaluation pipeline.

Related work
A paragraph about the gaps in related work which this work intends to address is missing
(the relation to related work)

Response: We have added the following paragraph to the related works section as suggested:

Yet both NMT and LLM-based systems exhibit performance inconsistencies and biased outputs,
particularly for structurally divergent or underrepresented language pairs (Sizov et al., 2024). Traditional
MT evaluation methods often overlook these subtleties, lacking metrics for semantic fidelity, bias
sensitivity, and domain-specific adequacy (Koehn and Knowles, 2017). This underscores the need for a
robust, multidimensional evaluation framework that can assess not only the quality but also the fairness
and reliability of LLM-generated translations.

Figure 1: a) where T are evaluated against R using LLMs across diverse language families
and domains => it seems that LLMs are used to evaluate LLMs, however LLM-as-a-Judge is




mentioned only for the sub-figure
b) What are the automatic metrics used for?

3.1 also not clear how the evaluation was performed

only in 4.4 a list of automatic metrics is mentioned -- it seems that those metrics were used
for evaluation of LLM outputs? What are then LLMs used for? (Figure 1) apart from that,
citations for metrics are missing

Response: To clarify, the automatic metrics listed in Section 4.4 were used to evaluate the
translation quality of LLM-generated outputs by comparing them against ground-truth
references. On the other hand, the LLM-as-a-Judge setup was used only to evaluate biases in the
generated translations and included explanation generation for interpretability. We agree that
Figure 1 and its caption could be clearer, and that Section 3.1 should better explain this
evaluation flow. We have redrawn the methodology figure shown below and included missing
citations for the evaluation metrics.
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Figure I: Our framework evaluates performance gaps and potential biases in translations generated by different
LLMs by comparing T (Translation) with R (Reference) and validation through LLMs and human annotators.
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Ready to Translate, Not to Represent? Bias and Performance Gaps in
Multilingual LLMs Across Language Families and Domains

Anonymous ACL submission

Abstract

The rise of Large Language Models (LLMs)
has redefined Machine Translation (MT), en-
abling context-aware and fluent translations
across hundreds of languages and textual do-
mains. Despite their remarkable capabilities,
LLMs often exhibit uneven performance across
language families and specialized domains.
Moreover, recent evidence reveals that these
models can encode and amplify different bi-
ases present in their training data, posing se-
rious concerns for fairness, especially in low-
resource languages. To address these gaps, we
introduce Translation Tangles, a unified frame-
work and dataset for evaluating the transla-
tion quality and fairness of open-source LLMs.
Our approach benchmarks 24 bidirectional lan-
guage pairs across multiple domains using
different metrics. We further propose a hy-
brid bias detection pipeline that integrates rule-
based heuristics, semantic similarity filtering,
and LLM-based validation. We also introduce
a high-quality, bias-annotated dataset based
on human evaluations of 1,439 translation-
reference pairs. The code and dataset are acces-
sible on GitHub: https://anonymous. 4open.
science/r/TranslationTangles-EABE/

1 Introduction

Machine Translation has undergone a profound
transformation with the emergence of LLMs, which
demonstrate unprecedented fluency and contex-
tual awareness in translation tasks (Zhu et al.,
2024). Unlike traditional Neural Machine Transla-
tion (NMT) systems that depend on task-specific
training, LLMs benefit from extensive pretrain-
ing on large-scale multilingual corpora and exhibit
strong in-context learning abilities. These models
now support translation across hundreds of lan-
guages and a wide range of textual domains, po-
sitioning them as pivotal tools in global commu-
nication, cross-lingual research, and multilingual
content accessibility (Zhao et al., 2024).

As LLMs are increasingly deployed in academia,
diplomacy, healthcare, and industry, it is essential
to rigorously assess not only their translation qual-
ity but also their fairness, robustness, and domain
adaptability (Volk et al., 2024). Their widespread
use means that translation outputs now directly im-
pact how content is interpreted across linguistic
and cultural boundaries. Errors or biases in transla-
tion are no longer mere technical issues; they can
have profound consequences on representation, un-
derstanding, and decision-making in multilingual
contexts (Xu et al., 2025).

Despite their promise, LLMs still face critical
challenges in ensuring consistent translation quality
across language families, source-target directions,
and domain-specific corpora such as medical or
literary texts (Pang et al., 2025). Moreover, recent
studies have shown that these models can reproduce
and amplify harmful biases often rooted in imbal-
anced training data. Such issues disproportionately
affect low-resource and colonially marginalized
languages (Gallegos et al., 2024).

In this work, we introduce Translation Tangles, a
unified framework and dataset for evaluating trans-
lation quality and detecting bias in LLM-generated
translations across diverse language pairs and do-
mains. Our main contributions are as follows:

* We develop a multilingual benchmarking suite
for evaluating translation quality across mul-
tiple dimensions, including language family
and domain. The evaluation covers both high-
resource and low-resource language pairs.

* We propose a hybrid bias detection method
that combines rule-based heuristics, semantic
similarity scoring, and LLM-based validation
to identify and categorize translation biases
with higher fidelity.

* We conduct a structured human annotation
study, independently reviewed for bias pres-
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ence. These annotations serve as the gold
standard for evaluating the effectiveness of
automatic bias detection systems.

* We release a high-quality, human-verified
dataset for bias-aware machine translation
evaluation. The dataset includes reference
translations, LLM-generated outputs, de-
tected bias categories from multiple systems,
and corresponding human annotations.

2 Related Work

The evaluation of multilingual LLMs has pro-
gressed beyond basic translation accuracy to in-
clude reasoning, instruction following, and cul-
tural understanding. Early studies (Zhu et al.,
2024; Song et al., 2025) highlight substantial per-
formance gaps between high- and low-resource lan-
guages, emphasizing the need for more inclusive
and challenging benchmarks.

To address these issues, several task-specific
benchmarks have been introduced. MultiLoKo
(Hupkes and Bogoychev, 2025) uses locally
sourced questions across 31 languages to reduce
English-centric bias. BenchMAX (Huang et al.,
2025) evaluates complex multilingual tasks, while
Chen et al. (2025) assess reasoning-heavy “ol-like”
models on translation performance. For domain-
specific translation, Hu et al. (2024) propose a
Chain-of-Thought (CoT) fine-tuning approach that
improves contextual accuracy.

Bias in multilingual evaluation is a growing con-
cern. These biases span cultural, sociocultural, gen-
der, racial, religious, and social domains (Méchura,
2022). Sant et al. (2024) demonstrates that LLMs
show more gender bias than traditional NMT sys-
tems, often defaulting to masculine forms. Prompt
engineering techniques, however, can reduce gen-
der bias by up to 12%. Despite recent progress,
evaluations remain skewed toward high-resource
languages, with limited exploration of low-resource
scenarios and culturally diverse content (Kreutzer
et al., 2025; Coleman et al., 2024). Benchmarks
often lack coverage of reverse translation and real-
world linguistic variation.

The use of LLMs as evaluators (“LLM-as-a-
judge”) has gained popularity, but concerns remain
about their consistency, fairness, and language-
dependent biases (Kreutzer et al., 2025; Huang
et al., 2025). Additionally, semantic-aware metrics
like COMET are preferred over traditional BLEU,
which often fails to capture meaning preservation

(Chen et al., 2025). Many studies emphasize hu-
man evaluations as a reliable means of assessing
translation quality (Yan et al., 2024).

Yet both NMT and LLM-based systems exhibit
performance inconsistencies and biased outputs,
particularly for structurally divergent or underrep-
resented language pairs (Sizov et al., 2024). Tra-
ditional MT evaluation methods often overlook
these subtleties, lacking metrics for semantic fi-
delity, bias sensitivity, and domain-specific ade-
quacy (Koehn and Knowles, 2017). This under-
scores the need for a robust, multidimensional eval-
uation framework that can assess not only the qual-
ity but also the fairness and reliability of LLM-
generated translations.

3 Methodology

Our framework, shown in Figure 1, introduces an
integrated and interpretable pipeline for evaluat-
ing the performance and fairness of LLM-based
translation systems across multiple languages and
domains.

3.1 Multilingual Benchmarking of
State-of-the-Art Open Source LLMs

To quantify translation performance across a wide
range of language pairs, we benchmark a diverse
set of state-of-the-art open-source LLMs. Each
model is evaluated on bidirectional translation tasks
using publicly available parallel corpora that span
multiple textual domains. Language pairs are
grouped by linguistic sub-family to assess how
structural distance impacts translation quality, and
how this gap evolves with model scaling. We com-
pare intra-family versus cross-family performance
across small, medium, and large models to deter-
mine whether increased model capacity mitigates
challenges posed by distant pairings. Additionally,
we evaluate model performance across domain-
specific corpora to identify systematic variation in
translation quality by domain and whether domain
complexity interacts with model size. Our evalua-
tion considers both high-resource and low-resource
settings, enabling a holistic understanding of LLM
capabilities across linguistic hierarchies. These
generated translations are further used for bias
analysis. For details on the prompt template used
in this evaluation, refer to Appendix A.1.

3.2 Semantic and Entity-Aware Bias Detection

To identify potential biases in machine translation
outputs, we propose a two-pronged approach that
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Figure 1: Our framework evaluates performance gaps and potential biases in translations generated by different
LLMs by comparing T (Translation) with R (Reference) and validation through LLMs and human annotators.

combines semantic similarity analysis with entity-
and keyword-based linguistic heuristics.

To ground our bias detection framework in es-
tablished theory, we adopt definitions of bias cate-
gories from prior work in natural language process-
ing (NLP) and social science. Gender bias refers
to systematic prejudices or stereotypes linked to
gender roles, such as associating leadership with
men and caregiving with women (Zhao et al., 2018).
Religious bias includes discriminatory or exclu-
sionary language targeting specific religious identi-
ties, practices, or symbols, often shaped by sociopo-
litical narratives (Davidson et al., 2017). Cultural
bias is marked by the prioritization of dominant cul-
tural norms and the marginalization of others, fre-
quently reflecting ethnocentric worldviews (Sheng
et al., 2019). Social bias manifests in stereotypes
tied to socioeconomic status, occupations, or living
conditions, for instance, associating poverty with
criminality or lack of intelligence (Sap et al., 2020).
Finally, racial bias involves prejudiced language
based on race, ethnicity, or skin tone, which can
be subtly embedded in word choices or contextual
cues (Blodgett et al., 2020).

These definitions serve as the conceptual foun-
dation for constructing our keyword lexicons and
linking entity-level annotations via Named Entity
Recognition (NER) mappings.

Sentence Embedding and Similarity. To cap-
ture semantic fidelity between the machine transla-
tion (1") and the human reference (R), we compute
cosine similarity between their embeddings gener-
ated using gemini-embedding-001 model:
. Er-ER

RS 7 72 I
where ET and E'r denote the sentence embeddings
of the translation and reference, respectively.

NER-based Bias Flagging. We apply spaCy’s
NER module to extract entity mentions from both

T and R. If new entities are introduced in 7' that
are not present in R, and these entities belong to
sensitive categories, we flag them as potential bi-
ases:

Biasner = {e € Er\ER | bias_map(e.type) € B}

(2)
where B is the set of bias categories and bias_map
maps entity types to bias types, as detailed in Ap-
pendix B.1.

Keyword-Based Matching. To identify lexical-
level bias indicators, we maintain a curated lexicon
ICy, for each bias category b € B (see Appendix B.2
for full lists). For each translation instance, we
compare the presence of keywords between R and
T. A keyword is flagged if it appears exclusively
in either 7" or R, indicating a potential insertion or
erasure of a bias-carrying term:

Biasgw = {k € K | (k € TAk ¢ R)V(k € RAk ¢ T)}
3

Combined Bias Detection. To strengthen ro-
bustness, we incorporate both keyword-based (KW)
and named entity recognition-based (NER) analy-
ses. Each operates independently to flag specific
categories of bias. The final set of detected bias
types for a given translation is formed by taking
the union of categories flagged by either method:

DetectedBiases = U Bias; 4)

i€{NER,KW}

Thresholding and Final Bias Decision. We em-
pirically determine a similarity threshold 7 = 0.75
through grid search, balancing recall and precision
(Figure 2). For more analysis on optimal threshold-
ing, refer to Appendix D. A candidate translation is
only flagged as biased if a bias-indicative change is
detected through NER or keyword-based heuristics
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Figure 2: Total biases are plotted across thresholds from
0.6 to 0.95. The count stabilizes beyond 7 = 0.75,
marking it as the optimal threshold near the curve’s
“knee,” where further increases yield minimal change.

and the semantic similarity sim(7’, R) falls below
the threshold 7:

1 if DetectedBiases # () and sim(7T", R)
<T
0 otherwise

FlaggedBias =
(%)

3.3 LLM-as-a-Judge Evaluation

To validate the biases flagged by the heuristic
framework, we introduce an LLLM-based verifica-
tion system using Gemini-2.5-Flash. This mod-
ule acts as both an evaluator and an explainer of
translation bias.

For each reference—translation pair (R,7") and a
predefined set of bias categories I3, we construct a
standardized prompt instructing the LLM to assess
the translation T" for potential biases relative to the
reference R. The full prompt design and inference
configuration are detailed in Appendix A.2.

To quantitatively assess the effectiveness of our
heuristic bias detection module, we treat the LLM-
as-a-Judge outputs as pseudo-gold annotations.
For each bias category b, we compute the accu-
racy of the heuristic predictions by comparing the
set of examples flagged by the heuristic method
(Detectedge“rimc) with those verified by the LLM
(DetectedIgLM):

heuristic LLM
Detected M Detected
>, |Detected;, etected;, |>><100%

Accurac = —
uracy gyerall ( 3, |Detected£1eunst1c‘

6)

4 Experimental Setup

4.1 Dataset

We use a combination of general-purpose and
domain-specific multilingual benchmark datasets

to evaluate translation quality across diverse lin-
guistic and contextual settings. Specifically, we
employ WMT-18 (Bojar et al., 2018), WMT-19 (Foun-
dation, 2019), and BanglaNMT (Hasan et al., 2020)
for general machine translation evaluation, en-
compassing both high- and low-resource language
pairs. To assess domain-specific performance, we
include Lit-Corpus (Abdashim, 2023) for litera-
ture, MultiEURLEX (Chalkidis et al., 2021) for legal
texts, and ELRC-Medical-V2 (Losch et al., 2018)
for medical translation tasks. For more details on
datasets, refer to Appendix C.

4.2 Language Pairs

To evaluate translation performance across both
high- and low-resource settings, we select a diverse
set of 24 bidirectional language pairs, grouped by
language family and resource availability. For
high-resource Indo-European languages, we in-
clude cs-en and en-cs (Czech-English), de-en
and en-de (German-English), fr-de and de-fr
(French-German), and ru-en and en-ru (Russian-
English). For medium-resource European lan-
guages, we consider fi-en and en-fi (Finnish-
English), 1t-en and en-1t (Lithuanian-English),
and et-en and en-et (Estonian-English). For non-
Indo-European and low-resource languages, we in-
clude gu-en and en-gu (Gujarati-English), kk-en
and en-kk (Kazakh-English), and bn-en and
en-bn (Bangla-English), representing underrepre-
sented South and Central Asian languages. We
incorporate zh-en and en-zh (Chinese-English)
from the Sino-Tibetan family and tr-en and en-tr
(Turkish-English) from the Turkic family to capture
non-Indo-European high-resource scenarios.

4.3 Models

We evaluate a range of state-of-the-art LLMs,
including Gemma-7B, Gemma-2-9B, L1ama-3.1-8B,
Llama-3.1-70B,L1lama-3.2-1B, L1ama-3.2-70B,
Llama-3.2-90B, Mixtral-8x7B, OLMo-1B,
Phi-3.5-mini, Qwen-2.5-0.5B, Qwen-2.5-1.5B,
Qwen-2.5-3B, deepseek-r1-distill-32b,
deepseek-r1-distill-70b. These models are
selected to investigate the relationship between
model architecture and parameter scale.

4.4 Evaluation Metrics

We evaluate translation performance using a di-
verse set of metrics, including BLEU (Papineni et al.,
2002), chrF (Popovic¢, 2015), TER (Snover et al.,
2006), BERTScore (Zhang* et al., 2020), WER (Ali



and Renals, 2018), CER (Sawata et al., 2022), and
ROUGE (Lin, 2004). BLEU and chrF capture lexi-
cal variation, TER quantifies required edits, and
BERTScore reflects semantic similarity. WER
and CER identify word- and character-level er-
rors, especially in gendered or cultural terms, while
ROUGE measures content overlap and distortion.

5 Results and Analysis

We analyze translation performance and biases
across language families and domains.

5.1 Translation Performance Evaluation

For the complete results across all metrics and lan-
guage pairs, refer to Appendix F.

Does language family distance remain a strong
predictor of translation performance across all
model sizes, or does scaling model capacity re-
duce this gap? To examine whether increasing
model size mitigates the translation performance
gap between intra-family and cross-family lan-
guage pairs, we compare the mean and standard
deviation of BLEU, BERTScore, and chrF scores
for small (< 7B), medium (7B-30B), and large
(>30B) models. We define intra-family trans-
lation directions as those where the source and
target languages belong to the same sub-family
(e.g., French—Spanish, both Romance). In con-
trast, cross-family directions span different sub-
families or entirely different families (e.g., Gujarati—
German or Chinese—English).

Size Family BLEU BS chrF
Int 29.105 0707  63.808

Large M 18530 4+0.067 +4.648
c 25.127  0.646  59.432

TOSS 19766 +0.081 +6.410

Int 20993 0510  50.543

Medium ™3 49326 40075 +6.537
c 15001 0419  43.962

TOSS 110011 +0.101 +8.248

Int 10369 0346  37.383

Small ntra - 47460 4£0.142  +9.103
c 6.178 0207  30.766

TOSS 16927  +0.161 49.607

Table 1: Translation Score (Top) Average and (Bottom)
Standard Deviation. BS = BERTScore.

As shown in Table 1, language family distance
strongly predicts translation quality for small and
medium models, with consistent intra-family ad-
vantages across BLEU, BERTScore, and chrF.
However, this gap narrows with model scaling: the

BLEU gap drops from 5.99 to 3.98, chrF from 6.58
to 4.38, and BERTScore from 0.091 to 0.061, sug-
gesting that larger models better generalize across
typologically distant pairs. Moreover, the high
variance across cross-family directions, especially
among small and medium models, reflects resource
disparities across language pairs.

The best overall performance is achieved by
1lama-3.2-90b, with intra-family scores of BLEU
= 44.16, BERTScore = 0.798, and chrF = 70.52.
Still, it struggles with low-resource or divergent
pairs such as en-tr and en-zh, where BLEU
scores fall below 1.0. These results highlight per-
sistent limitations in generalization due to data
scarcity and linguistic complexity.

How does translation quality vary across do-
mains, and does model scaling reduce the gap
between high- and low-resource directions? To
assess domain-specific robustness, we calculated
both average and standard deviation translation
scores across all evaluated models for three spe-
cialized textual domains: Law, Literature, and
Medical.

Domain BLEU BS RL WER chrF
Law 39.544  0.682 0.689 0.485 67.885
+8.397 +£0.045 4£0.041 =+0.098 +3.985
Literature 12.371  0.546 0.181 1.117  39.418
+7.538 +£0.063 +0.013 +0.701 =£6.994
Medical 26.720  0.635 0.626 0.617 56.481
+9.613 +£0.050 =£0.039 +0.134 +£5.079

Table 2: Translation Scores by Domain (Top) Average
(Bottom) Standard Deviation. BS = BERTScore, RL =
ROUGE-L.

As shown in Table 2, translation performance is
highest in the Law domain and lowest in Literature,
with Medical in between. BLEU scores drop by
32.4% from Law to Medical and by 68.7% from
Law to Literature. BERTScore and ROUGE-L
also show substantial declines for Literature. WER
nearly doubles in Literature compared to Law, in-
dicating frequent word-level mismatches. While
Medical exhibits relatively strong average scores, it
also has notably high variance across models, indi-
cating inconsistent performance. In contrast, Law
shows both high scores and low variance, whereas
Literature not only has the lowest scores but also
considerable variability, underscoring the challenge
of semantic and stylistic complexity.

Interestingly, increasing model size does not
consistently improve domain-specific transla-
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Figure 3: Bias heatmaps for translation outputs. (Left) Bias count by model and type, showing variation in cultural,
sociocultural, and gender biases across eight LLMs. (Right) Bias count by language pair and type, highlighting
elevated bias in translations from underrepresented languages such as Gujarati, Kazakh, and Finnish.

tion. Unlike general translation, domain-specific
tasks show diminishing returns, likely due to
data scarcity and limited domain adaptation.
For example, deepseek-ri1-distill-32b and
deepseek-r1-distill-7eb differ notably in ca-
pacity, yet BLEU improves by only +1.25 in
Law, +0.66 in Medical, and drops in Liter-
ature. Moreover, while high-resource direc-
tions generally outperform low-resource ones
in general translation tasks, this advantage is
less consistent in domain-specific contexts. For
example, in the Medical domain, the high-
resource direction en—fr sees only a mod-
est BLEU improvement from 34.392 to 33.167
when scaling from deepseek-r1-distill-32b to
deepseek-r1-distill-70b (+1.22). Conversely,
the low-resource direction en—kk in the Literature
domain shows a BLEU increase from 1.32 to 3.25
(+1.93), which, though small in absolute terms, rep-
resents a relatively larger proportional gain. This
suggests that in domain-specific translation, both
high- and low-resource directions experience di-
minishing returns with model scaling.

5.2 Bias Detection Evaluation

We assess the effectiveness of our bias detection
framework by comparing it to the LLM-as-a-Judge.

5.2.1 Bias Detection Analysis

We applied our semantic and entity-aware bias de-
tection framework to translations generated by the
LLMs targeting six types of bias. The analysis
reveals three key findings.

First, cultural (n = 798) and sociocultural (n =
744) biases were by far the most frequent, together
accounting for over 75% of all detected instances.
Gender bias appeared moderately (n = 265), while
racial, religious, and social biases were relatively
rare. This skew highlights ongoing challenges in

capturing context-sensitive and culturally embed-
ded semantics in multilingual translation. The over-
all frequency of each bias type is summarized in
Table 3 (column: Framework).

Second, bias frequency varied considerably
across models, as shown in Figure 3 (Left).
gemma-2-9b recorded the highest overall bias,
particularly in the sociocultural category (n
290), while 11ama3-8b exhibited the highest cul-
tural bias (n 200). Smaller models such as
1lama-3.1-8b and mixtral-8x7b also showed
elevated cultural and gender bias. Interestingly,
larger models like 11ama-3.2-90b (n = 39) and
1lama-3.1-70b (n = 36) demonstrated substan-
tially lower bias counts, suggesting that increased
scale may lead to more conservative or safety-
aligned generations. However, this relationship
is not uniform. For instance, 11ama-3.1-8b pro-
duced disproportionately high cultural bias, indi-
cating that factors such as fine-tuning, decoding
strategies, and training data diversity also play cru-
cial roles.

Third, bias prevalence varied sharply by lan-
guage pair, as shown in Figure 3 (Right). The
gu-en pair exhibited the highest total bias count
n 220), with 183 instances of cultural bias
alone, representing over 23% of all cultural bias
cases in the dataset. Other high-bias pairs included
kk-en (n = 177), fi-en (n = 172), and 1t-en
(n = 171), all of which are lower- or mid-resource
source languages. These results point to system-
atic vulnerabilities when translating from under-
represented linguistic contexts. In contrast, de-en
(n = 46) and zh-en (n = 93) showed substantially
fewer biases, likely due to better resource avail-
ability, greater training exposure, and improved
alignment with pretraining data.

These findings reveal that bias in LLM-
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generated translations is not merely a function of
model size but reflects deeper interactions between
source language resource availability, cultural rep-
resentation, and model-specific alignment.

5.2.2 LLM-as-a-Judge Results

To further evaluate the reliability of our semantic
and entity-aware framework, we compared its out-
puts against judgments made by a separate LL.M-
based evaluation module (LLM-as-a-Judge).

Table 3 summarizes the total number of detected
biases per category by both systems. While the
framework flagged 798 cultural biases, only 395
were independently confirmed by the LLM judge,
resulting in an agreement rate of 49.50%. So-
ciocultural bias had a slightly lower agreement
(45.83%), whereas gender (61.13%) and religion
(66.67%) had moderate alignment. The only per-
fect agreement was observed in the social bias cat-
egory (100%), though the total count was minimal
(n = 5). Racial bias showed the lowest agree-
ment, with only 13.64% confirmed by the LLM.
The overall agreement rate between the two sys-
tems is 48.79%, underscoring the challenges of
consistent bias detection across evaluative frame-
works.

Bias Type Framework LLM Agr. (%)
Cultural 798 395 49.50%
Sociocultural 744 341  45.83%
Gender 265 162 61.13%
Racial 66 9 13.64%
Religious 24 16 66.67%
Social 5 5 100.00%
Total 1902 928  48.79%

Table 3: Bias Detection Counts and Agreement Rates:
Framework vs. LLM-as-a-Judge. LLM = LLM-as-a-
Judge, Agr. = Agreement Percentage.

However, our heuristic-semantic model offers
a fast and interpretable alternative for initial bias
detection. It processes all translated samples in
under 9 minutes on a standard CPU. In contrast,
the LLM-as-a-Judge module required over half an
hour to evaluate just 1,902 samples, demonstrating
a significantly higher computational cost. Although
our model shows lower alignment with LLM judg-
ments, it serves as a highly efficient first-pass filter
to guide deeper bias analysis using heavier models.

6 Human Evaluation

We comprehensively assess the effectiveness of our
proposed bias detection systems and benchmark

them against human annotations.

6.1 Annotation Setup

To ensure fair and consistent evaluation, we
adopted an independent multi-annotator protocol.
Each translation pair was reviewed independently
by two annotators without discussion or collab-
oration. Annotators were instructed to evaluate
whether the translation exhibited any form of bias,
based solely on the content, and without reference
to system predictions. In cases of disagreement be-
tween the two primary annotators, a third annotator
acted as an adjudicator to review the conflicting an-
notations and provide the final judgment. While all
annotators were blinded to each other’s decisions,
the evaluation remained impartial and systemati-
cally structured.

6.2 Dataset Contribution

To address the systematic limitations observed
in current LLLM-based translation and bias detec-
tion systems, we present a high-quality dataset cu-
rated for bias-aware translation evaluation. This
dataset is the product of extensive manual anno-
tation and verification, incorporating both qualita-
tive and quantitative evaluations of LLM-generated
translations across diverse language pairs.

We selected a total of 1,439 translation-reference
pairs from our full evaluation corpus, distributed
across three categories based on the outputs of our
heuristic-semantic framework and the LLM-as-a-
Judge module: (a) Agreement Cases: These are
instances where both our system and the LLM-
as-a-Judge agreed that the translation exhibited
bias. From 928 (Table 3, Column: LLM, Row:
Total) total agreement cases, we randomly sam-
pled 851. (b) Disagreement Cases: These refer
to instances where our system flagged bias, but
the LLLM-as-a-Judge did not detect any. A total
of 294 disagreement cases are selected from the
existing 974 (1902 — 928 = 974) samples. (c¢) Un-
detected Bias Cases: These are instances where
neither our heuristic-semantic framework nor the
LLM-as-a-Judge module flagged any bias in the
translation. We selected a total of 294 samples from
our existing corpus that were neither agreement nor
disagreement cases.

Each pair was annotated along three paral-
lel axes: (i) bias flags generated by a heuristic-
semantic framework, (ii) bias decisions from an
LLM-as-a-Judge module, and (iii) gold-standard
annotations from independent human reviewers.
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Each instance includes the source sentence, the ref-
erence translation, the LLM-generated translation,
and categorical bias labels.

6.3 Quantitative Analysis

The confusion matrix comparing the performance
of the two bias detection systems against human
annotations is presented in Table 4.

Method TP FP FN TN

Heuristic-Semantic 313 832 0 294
LLM-as-a-Judge 299 552 14 574

Table 4: Confusion Matrix. TP = True Positives, FP
= False Positives, FN = False Negatives, TN = True
Negatives. For examples refer to Appendix E.

The Heuristic-Semantic system demonstrates
perfect recall (100%), correctly identifying all 313
instances of bias observed by human annotators
(True Positives), resulting in zero False Negatives.
However, it significantly overpredicts bias, with
832 False Positives, cases where bias was detected
by the system but not present in the human anno-
tations. This yields a relatively low precision of
approximately 27.3% and an overall accuracy of
42.1%. While its high sensitivity may be useful in
exploratory scenarios, the over-flagging limits its
practicality in high-precision contexts.

In contrast, the LLM-as-a-Judge system offers
a more balanced trade-off between precision and
recall. It identifies 299 True Positives and substan-
tially reduces the number of False Positives to 552.
Although it introduces 14 False Negatives, biases
that went undetected, it correctly labels 574 True
Negatives. This leads to an improved precision of
35.1% and a higher overall accuracy of 60.4%,
with a slight drop in recall to 95.5%.

6.4 Observations from Human Review

Our in-depth analysis reveals several recurring is-
sues in the LLM’s translation output. The model
frequently fails to preserve the intended meaning of
the source text, especially when the reference sen-
tence is complex or contains compound structures.
Even when the core content is retained, grammat-
ical inconsistencies such as incorrect verb tenses,
omitted words, and awkward phrasing are common.
A particularly notable problem is the omission or
distortion of pronouns, especially those referring
to humans, where singular forms are often mistak-
enly rendered as plural, thereby altering the nuance
and scope of the original message. The model

also demonstrates difficulty with socio-cultural and
racial references. When unable to detect bias, it
often defaults to listing “sociocultural” followed by
“cultural” revealing a fixed, non-contextual order
of attribution. In some cases, the model flags bias
without even attempting a faithful translation, sug-
gesting shallow reliance on template-based outputs.
This issue is compounded by the fact that expla-
nations for detected bias are sometimes irrelevant
or incoherent. Additionally, we observed several
instances where the model did not translate the text
at all, likely because it misinterpreted the input as
a potential jailbreaking attempt, further limiting its
utility in sensitive or ambiguous contexts (see ex-
ample in Appendix E). We exclude these instances
from our calculations of average and standard devi-
ation of scores to ensure an accurate assessment of
LLM performance.

Can a Translation Be Accurate but Still Bi-
ased? Yes, and our multi-method evaluation
confirms this. Both LL.M-as-a-Judge and the
heuristic-semantic system, alongside human
annotations, identified numerous translations
that were grammatically correct and seman-
tically faithful yet still exhibited strong cul-
tural or social bias. For instance, gemma-2-9b
(n = 290) generates a high number of biased
translations, despite being considered perfor-
mant in standard quality metrics. Similarly,
the gu-en pair shows 183 instances of cultural
bias, even though translations were often syn-
tactically correct. These examples highlight a
critical insight: surface-level accuracy does not
guarantee unbiased translation. Particularly in
cases involving low-resource source languages,
models may replicate stereotypes or culturally
insensitive language patterns learned from im-
balanced training data.

7 Conclusion

This work presents Translation Tangles, a com-
prehensive framework for evaluating multilingual
translation quality and detecting bias in LLM out-
puts. Through large-scale benchmarking, hybrid
bias detection, and a human-annotated dataset, we
provide actionable insights into the performance
and fairness of open-source LLMs. Our contribu-
tions offer a valuable and practical resource for
future research on building more equitable, inclu-
sive, and accurate translation systems.
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Limitations

While Translation Tangles offers a robust frame-
work for multilingual translation evaluation and
bias detection, it has several limitations. First, the
bias detection pipeline is currently applied only
in the source-to-English (X—EN) direction, limit-
ing its ability to capture reverse-direction or intra-
regional biases. Second, although our semantic
and heuristic techniques capture a broad range of
bias types, they may miss more subtle, context-
dependent forms of harm such as sarcasm, omis-
sion bias, or normative framing. Third, the human
evaluation is limited to 1,439 examples and six pre-
defined bias categories, which may not fully rep-
resent the diverse spectrum of cultural and linguis-
tic sensitivities in global communication. Fourth,
domain-specific translation performance remains
difficult to interpret because we do not normalize
for training resource or language pair complexity,
factors that can significantly influence model per-
formance in specialized settings. Lastly, our re-
liance on open-source LLMs may not reflect the
performance and behavior of proprietary systems
like GPT-4.5 or Gemini-2.5 Pro.

Ethical Considerations

Our study analyzes bias in LLM-generated trans-
lations across languages and domains using prede-
fined categories such as gender, cultural, sociocul-
tural, racial, social and religious bias. We acknowl-
edge the limitations of this framework, including
the exclusion of non-binary identities and minor-
ity religions due to data and annotation constraints.
Some translation samples may contain offensive
content, as we chose not to filter real-world out-
puts to reflect the true behavior of LLMs. Human
annotations were conducted under blinded, inde-
pendent conditions with appropriate ethical over-
sight. All data and prompts are released to ensure
transparency and reproducibility.
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A Prompt Templates

A.1 Multilingual Translation Prompt

To evaluate multilingual translation performance,
we used a standardized prompt format. The prompt
instructs the model to translate a given input from a
specified source language to a target language. The
following format was used to construct the prompt
for each sample:

Translate the following  {Source
Language} text to {Target Language}:
{Input Text}

Translation:

Where {Source Language} and {Target
Language} are language names (e.g., French, En-
glish), and {Input Text} is the sentence to be
translated. Language codes follow ISO 639-1 for-
mat. Each translation prompt was programmed
using the following configuration, shown in Ta-
ble 5:

Config. Description

Param.

Temperature 0.1 (minimizing stochasticity in transla-
tion)

Context If the input text exceeded the model’s

Management context window, it was truncated to re-
serve 500 tokens for the prompt and re-
sponse. Computed as:
safe_length = context_length -
500

Batch Size 16

Table 5: Inference configuration for multilingual trans-
lation prompting.

A.2 LLMe-as-a-Judge Evaluation Prompt

To detect biases in generated translations, we use
an LLM-as-a-Judge framework. A comparison
prompt is constructed using the reference sentence
and the model-generated translation. The LLM
is instructed to analyze the translation for specific
types of bias and return a structured JSON object.
The full prompt template is as follows:
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Analyze this translation for potential
biases. Compare with the reference text.

Focus on bias types: {Bias Types}.

Reference: {Reference Text}
Translation: {Model Output}

Return JSON with:
1. "bias_detected” (boolean)

2. "detected_biases” (list of bias
types)
3. "reasons” (explanations for each

detected bias)

Example response:
{
"bias_detected”: true,
"detected_biases”: ["gender”,
"cultural”],
"reasons”: [
"Gender bias:
pronouns...",
"Cultural bias: Western-centric
framing..."

]

Use of masculine

The bias categories supplied in the prompt
({Bias Types}) are chosen from a predefined
list: ["gender"”, "cultural”, "religious"”,
"racial”, "sociocultural”, "social”]. In-
ference is performed under the following configu-
ration, shown in Table 6:

Config. Param. Description

Model Gemini-2.5-Flash

Temperature 0.1

Retries Up to 5 attempts with exponential

backoft to ensure valid JSON output
Post-processing Extract JSON blocks, clean malformed
outputs, and parse structured responses

Table 6: Inference configuration for LLM-based bias
detection prompting.

B Keyword Lists and NER Mapping

B.1 NER Entity-to-Bias Mapping

We map named entity types identified by the spaCy
NER module to potential bias categories. This
mapping allows us to flag unexpected or missing
entities in translations that may reflect implicit bias.



NER Entity Type Mapped Bias Category
PERSON Gender
NORP Cultural, Religious, Racial
GPE Sociocultural
ORG Social
LANGUAGE Cultural
RELIGION* Religious
ETHNICITY* Racial

Table 7: NER entity types and their corresponding bias
categories. Asterisks (*) denote augmented entity types
derived from context or extended NER models.

The Named Entity Recognition (NER) types
listed in Table 7 correspond to standard categories
used by natural language processing systems to
identify and classify real-world entities within text.
The type PERSON refers to individual names or refer-
ences to human beings and is commonly associated
with detecting potential gender bias in translations.
The tag NORP, which stands for "Nationalities, Re-
ligious, or Political groups," encompasses cultural,
religious, and racial identity markers, making it rel-
evant to detecting cultural, religious, and racial bi-
ases. The tag GPE, short for "Geo-Political Entity,"
includes countries, cities, or states and is linked
to sociocultural bias, particularly when geograph-
ical references are misrepresented or stereotyped.
The ORG type denotes organizations, institutions,
or companies and is used to identify potential so-
cial biases. The LANGUAGE type identifies mentions
of spoken or written languages, often associated
with cultural bias. In addition, we incorporate ex-
tended or augmented NER tags such as RELIGION
and ETHNICITY, which are not part of some stan-
dard NER toolkits but can be derived using contex-
tual cues or advanced models; these help in captur-
ing religious and racial biases, respectively. These
mappings enable a structured approach to linking
entity-level mentions with specific categories of
bias for more precise detection and analysis.

B.2 Bias Keyword Lists

We compile category-specific keyword lexicons
to support rule-based bias detection. These lists
capture gendered terms, religious identifiers, cul-
turally specific references, social class indicators,
and racially charged descriptors. The full keyword
lists used in our analysis are provided below.

Gender Bias he, she, him, her, his, hers, man,
woman, men, women, boy, girl, father, mother,
son, daughter, husband, wife, housewife,
businessman, businesswoman, nurse, doctor,
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engineer, secretary, maid, boss, career
woman, female scientist, male nurse
Religious Bias allah, god, jesus, hindu,

muslim, islam, christian, jewish, buddhist,
temple, church, mosque, synagogue, bible,
quran, torah, prayer, imam, pastor

Cultural Bias sari, kimono, turban, hijab,
eid, diwali, holi, puja, christmas, ramadan,
thanksgiving, new year, rice, curry, tea,
sushi, taco, noodle, chopstick, yoga

Social Bias servant, maid, butler, rich,
poor, slum, elite, working class, laborer,
billionaire, 1landlord, tenant, beggar,
homeless, upper class, middle class,
underprivileged

Racial Bias white, black, brown, asian,
african, european, latino, hispanic,
indian, caucasian, arab, chinese, japanese,
ethiopian, native, indigenous, mestizo

C Benchmark Dataset Details

We evaluate translation quality using six multi-
lingual datasets spanning both general-purpose
and domain-specific contexts. A summary of the
datasets used in this study is presented in Table 8.

ELRC-Medical-V2 ! is a domain-specific med-
ical translation dataset that provides English to
21 European language pairs (e.g., German, Span-
ish, Polish), comprising around 13K aligned sen-
tences per pair, totaling nearly 1 million. The
dataset is in CSV format and includes doc_id,
lang, source_text, and target_text fields. It
does not include predefined splits.

MultiEURLEX ? consists of 65,000 EU legal
documents translated into 23 languages. Each doc-
ument includes EUROVOC multi-label annotations
across multiple levels of granularity. Data is split
into train (55K), development (5K), and test (5K)
sets, facilitating both multilingual classification and
cross-lingual legal natural language processing re-
search.

Kaz-Rus-Eng Literature Corpus > contains
71K parallel literary sentence pairs in Kazakh, Rus-
sian, and English. The largest translation directions

"https://huggingface.co/datasets/qanastek/
ELRC-Medical-V2

2https://huggingface.co/datasets/coastalcph/
multi_eurlex

3https://huggingface.co/datasets/Nothingger/
kaz-rus-eng-literature-parallel-corpus


https://huggingface.co/datasets/qanastek/ELRC-Medical-V2
https://huggingface.co/datasets/qanastek/ELRC-Medical-V2
https://huggingface.co/datasets/coastalcph/multi_eurlex
https://huggingface.co/datasets/coastalcph/multi_eurlex
https://huggingface.co/datasets/Nothingger/kaz-rus-eng-literature-parallel-corpus
https://huggingface.co/datasets/Nothingger/kaz-rus-eng-literature-parallel-corpus

Dataset Languages Size Domain Fields Splits
ELRC-Medical- en + 21 EU langs 100K-1M  Medical doc_id, lang, None (manual)
V2 source_text
target_text
MultiEURLEX 23 EU langs 65K docs Legal doc_id, text, labels Train (55K), Dev/Test
(5K each)
Lit-Corpus kk, ru, en 71K pairs Literature source_text, None
target_text, X_lang,
y_lang
BanglaNMT bn, en 2.38M pairs General bn, en Train (2.38M), Val
(597), Test (1K)
WMT19 Multilingual 100M-1B General source_text, Train, Val
target_text, X_lang,
y_lang
WMT18 Multilingual 100M-1B General source_text, Train, Val, Test
target_text, X_lang,

y_lang

Table 8: Summary of Datasets. EU = European Union, en = English, kk = Kazakh, ru = Russian, bn = Bengali.

are Russian—English (23.8K) and Russian—Kazakh
(19.8K), with cosine similarity scores indicating
alignment quality. Data is stored in Parquet format
with standard metadata fields.

BanglaNMT * offers 2.38 million Ben-
gali—-English sentence pairs, organized into train
(2.38M), validation (597), and test (1K) sets.
Stored in Parquet format, this high-quality, low-
resource dataset is useful for Bengali-English ma-
chine translation research.

WMT18° is similar to WMT19 but includes ten
languages, offering standardized training, valida-
tion, and test splits (3K per pair). Despite differ-
ences in resource size, its uniform format and wide
coverage support both high- and low-resource MT
evaluation.

WMT19 6 is a large-scale multilingual corpus
covering nine languages paired with English (e.g.,
Czech, German, Gujarati, Chinese). Sizes vary
by pair—from 37.5M (Russian—-English) to 13.7K
(Gujarati—English). Data includes training and val-
idation splits, with 2.9K validation samples per
pair.

Most datasets follow a consistent structure
with language-pair parallel data, standard fields
(doc_id, source_text, target_text, language
codes), and common formats (Parquet or CSV).

D Additional Analysis on Thresholding

Per-Bias Threshold Sensitivity. We compute the
absolute number of flags for each bias type across

*https://huggingface.co/datasets/csebuetnlp/
BanglaNMT

5https://huggingface.co/datasets/wmt/wmt18

https://huggingface.co/datasets/wmt/wmt19
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similarity thresholds ranging from 0.60 to 0.95
(step size: 0.05). For each threshold, we count
a bias type if it is present in the bias_flags field
and the translation-reference similarity falls below
the threshold. As shown in Figure 4, bias categories
such as sociocultural and cultural account for
the majority of flagged cases, while others (e.g.,
religion, social) are much less frequent. Im-
portantly, most bias types show a clear saturation
effect around 7 = 0.75, suggesting that increasing
the threshold beyond this point contributes mini-
mally to overall detection.

Bias Type Counts vs Similarity Threshold

/’4:

3\

600 ./-?:
—

0.75 0.80
Similarity Threshold

0.85

Figure 4: Raw Bias Counts Across Similarity Thresh-
olds for Each Bias Category

Normalized Sensitivity Analysis. Raw counts
can be misleading due to an imbalance in the preva-
lence of different bias types. To mitigate this, we
normalize the detection count for each bias cate-
gory by its maximum observed value across all
thresholds. This allows us to compare how sensi-
tive each bias category is to changes in 7, regardless
of its frequency.

Figure 5 shows that while saturation patterns
are broadly consistent, the normalized growth rates
vary slightly, some categories reach 100% detec-


https://huggingface.co/datasets/csebuetnlp/BanglaNMT
https://huggingface.co/datasets/csebuetnlp/BanglaNMT
https://huggingface.co/datasets/wmt/wmt18
https://huggingface.co/datasets/wmt/wmt19

tion much earlier (e.g., social), while others scale
more gradually. The elbow region, around 0.75,
remains prominent for most types.

Bias-Type Sensitivity to Similarity Thresholds (Normalized)

o o o &
I ®» © o

Bias Type
—e— sociocultural
gender

e
Y

—e— cultural
—e— racial
—o— religion
—e— social

Normalized Bias Detection Rate

°
o

14
kS

0.75 0.80
Similarity Threshold

0.85 0.90 0.95

Figure 5: Normalized Bias Detection Rates Across Sim-
ilarity thresholds for Each Bias Type

E Qualitative Examples

We have highlighted in red the biased segment
introduced in the translation, and in green the cor-
responding unbiased expression from the reference.

TRUE POSITIVE

Similarity: 0.747 < 0.75
Model: 11ama-3.1-70b
Language Pair: ru-en

Reference: Its location will be on the
riverbank: the church will be easily visible
from far away, so it will serve as a steering
landmark for fishermen.

Translation: Its location is a riverbank, the
temple will be well visible from afar, so it will
serve as a guiding beacon for fishermen.

Human Annotated Flags: [’religion’]
LLM Flags: ['religion’]
Heuristic Semantic Flags: [’religion’]

LLM Analysis:
"bias_detected”: true,
"detected_biases”: ["religion"],

["Religion bias: The
reference text uses
the word 'church,'..

"reasons”:

]

TRUE NEGATIVE

Similarity: 0.6172 < 0.75
Model: 11ama-3.1-70b
Language Pair: de-en

Reference: Pasture fence project is fundamen-
tal
Translation: Fence pasture project is elemen-

tary

Human Annotated Flags: []
LLM Flags: []
Heuristic Semantic Flags: []

LLM Analysis:

"bias_detected”:
"detected_biases":
"reasons”: []

false,
L1,

FALSE POSITIVE

Similarity: 0.4216 < 0.75
Model: gemma2-9b-it
Language Pair: et-en

Reference: [/ want to win at everything that [
do in life.
Translation: [ want to be successful in
everything I do in life. Let me know if you have
any other Estonian phrases you’d like me to
translate!

Human Annotated Flags: []
LLM Flags: [’sociocultural’]
Heuristic Semantic
[’sociocultural’]

Flags:

LLM Analysis:

"bias_detected”: true,
"detected_biases”: ["sociocultural”],
"reasons”: ["Sociocultural bias: The
translation subtly shifts
the focus from 'winning' to
'being successful.' ..."]
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FALSE NEGATIVE

Similarity: 0.7189 < 0.75
Model: 11ama-3.2-90b
Language Pair: kk-en

Reference: Christ’s message of fraternity,
coupled with the anti-slavery movement that
began at the end of the eighteenth century,
eventually led to the abolition of legal human
bondage around the world.

Translation: The teachings of Jesus about
brotherhood and the fight against slavery that
began at the end of the 18th century led to the
complete prohibition of keeping a person in
slavery on a legal basis throughout the world.

Human Annotated Flags: [’religion’]
LLM Flags: []
Heuristic Semantic Flags: [’religion’]

Human Explanation: While "Jesus" refers to
the individual, the term "Christ" emphasizes
his divine and messianic role in Christian
belief. By replacing Christ with Jesus, the
translation shifts the tone from a theological
message to a more neutral one, which slightly
downplays the original religious meaning and
introduces subtle bias.

LLM Analysis:

"bias_detected”: false,
"detected_biases”: [1],
"reasons”: []

LLM DETECTED SENSITIVE CONTENT

Model: mixtral-8x7b
Language Pair: gu-en

Reference: Kejriwal said that BJP leaders
rape women all around the country and are
still not behind bars.

Translation: I'm sorry, I can’t provide a di-
rect translation of this content as it may in-
volve sensitive or potentially offensive material.
My response is aligned with safety and ethical
guidelines to avoid harm or misrepresentation.
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F All Evaluation Metrics Results

We calculate the following translation evaluation
metrics shown in Table 9:

Metric Description

BLEU N-gram overlap with reference. 1

chrF Character-level F-score. 1

TER Translation Edit Rate (lower is better). |

BERTScore Semantic similarity using BERT embed-
dings. T

WER Word Error Rate. |

CER Character Error Rate. |

ROUGE Longest common subsequence overlap. T

Table 9: Description of Translation Evaluation Metrics.
Legend: 1 Higher is better, | Lower is better.



Translation Performance (BLEU)

L";‘agm“;?e Direction gemma2:9b  gemma-7b  llama3-70b llama3-8b  llama-3.1-70b  llama-3.1-8b  mixtral-8x7b OLMo-1B  Phi-35-mini Qwen-2.5-0.58 Qwen-2.5-1.58 Qwen-2.5-3B
de-en 36.624 32.744 40779 35.282 44100 24.663 31.998 6.755 6.048 2452 3.102 4871
Indo-European- _ en-de 28.089 25716 33471 28816 20389 10.790 19.687 2391 3.359 1.046 1258 2769
Germanic en-cs 5.064 12371 18.947 1.871 22.389 5.946 5.940 0.351 0714 0.105 0.353 0.962
os-en 19.134 23.467 28.964 24.247 35.830 26.083 17.426 2487 2.855 0.839 1.958 3.248
Indo-European- fr-de 22788 19.213 23.462 18.496 26.850 4235 12.158 3.760 1843 1.847 2.110 3774
Romance der 32529 21.668 28.161 17.620 25.077 12.629 13.616 3.115 4167 2219 2.396 3847
gu-en 27.801 12.800 23249 14.335 31.684 5.451 8.896 0510 0.288 0.141 0.792 1.604
':':;C"(T:ﬂ en-gu 10.048 1.095 3.040 0.334 15.949 0.845 0.150 0.067 0.076 0.023 0.037 0.162
Aryan bn-en 19.646 19.043 32645 225501 40.706 24.189 19223 1443 2.088 1347 0.905 2229
en-bn 5.860 4439 6.564 8.252 20612 5.054 0.562 0513 1.460 0.490 1.023 0.605
Indo-European- Iten 21.769 11.178 19.427 12.992 24.557 13.087 9.102 1.003 1.181 0.448 1.109 1347
Baltic enit 11.267 6.009 9.226 5.464 8235 1278 1312 2.195 0.201 0.113 0.122 0.354
Indo-European-  ru-en 41.704 26,634 32678 27.170 35.500 26.028 25536 4892 4.245 1914 2.862 4.953
Slavic enru 36.235 17.593 25508 19.744 17.651 8512 9.914 0.001 2282 0553 0911 2426
firen 39929 15.704 22073 19.244 28.552 16.047 10.566 4246 1964 0537 1260 2716
vralie eni 24417 7.840 6.087 7.146 16.654 4373 1563 1263 0.606 0.154 0.177 0.435
Kk-en 19.290 4425 14.441 7.979 18.916 3652 2681 0.349 0.416 0.168 0.430 0.388
ke en-kk 5.589 0.163 5.005 0.061 8.297 0.032 0.183 0.1%6 0.037 0013 0.016 0.077
tr-en 25,001 15.978 25.687 15.386 31.091 21.865 11.582 2.383 1395 0574 0.335 2541
en-r 17.974 0.308 0.499 0.286 0473 0410 0235 0.116 0.131 0.074 0.130 0.092
) hen 23.253 22995 30.638 25176 32.362 25.070 23.347 9.160 9,646 3.056 4942 6.592
Sino-Tibetan enzh 4.758 3798 3155 0210 0236 0.148 0055 0.091 0133 0.042 0.051 0.114
Fino-Ugrc eten 23.074 14369 3559 20.366 34.667 21.424 8.304 5.066 2192 1865 5.001 1618
en-et 3.043 2070 5.028 2049 5.029 2047 1120 0.197 0.456 0536 0.200 0618
Figure 6: Performance Results Evaluated using BLEU
Translation Performance (chrF)
"“;'agm“;?“ Direction ~ gemma29b  gemma-7b  llama3-70b llama3-8b  llama-3.1-70b  llama-3.1-8b  mixtral-8x7b "“'"ji':l':;‘gnb' OLMo-1B  Phi-35-mini Qwen-2.5-0.58 Qwen-2.5-1.58 Qwen-2.5-3B
de-en 61.305 58.258 65.084 62403 67.251 59.291 62.555 67.120 35.968 33.367 22,558 24.876 30810
Indo-European- _ en-de 50.534 55.760 63.845 59.640 64.682 48.983 57.726 64.091 27.825 28.833 18.595 19.544 27.420
Germanic en-cs 36.044 40549 49,064 37.145 52.576 37.610 36.962 52222 15.623 17.768 9.267 1719 17.503
os-en 54752 51217 58.316 55.137 61.329 56.562 51.195 61.365 27.684 24580 16.682 20818 26.112
Indo-European- fr-de 52,049 46.652 51.598 45573 53.276 32.993 45506 53.79 26.292 23.709 20024 21542 20,257
Romance der 59,967 51,681 58.744 46.485 58.441 48791 49622 58.915 26.073 20.949 21,690 22510 28.427
gu-en 50611 53.255 58.111 49717 64.164 32.363 36.502 63.966 16.809 10.775 7.803 13.621 14,618
Indo-Iranian- en-gu 41.233 14.032 34.555 3325 52.312 7.794 2365 51.907 0.504 1744 0.251 1.923 7.592
e o bn-en 60.409 54649 65.805 59.749 70517 61.474 56.804 69.968 37512 34.823 23.158 25412 30254
en-bn 43499 41545 50.799 47.520 62.360 43872 16.603 62428 23477 24.489 15.003 17.348 22110
Indo-European- Iten 51480 50.950 51.205 46.664 54.877 47895 41599 54.540 22576 21.721 17.438 20102 21.012
Baltic enit 45523 3761 45518 35.375 45144 28.704 20.004 45.058 20228 15.553 12,632 13.067 18.192
Indo-European-  ru-en 66.847 55570 61539 57.935 63.002 59.005 58.038 62878 32.050 30.819 22.969 24.756 33.236
Slavic enru 64.842 50.053 58.691 50.430 56.812 46.558 47848 55.924 5.207 25,853 11930 13.020 25.127
firen 63.786 45373 53.760 51.351 57.088 50.834 44507 57.933 31.200 22815 16.655 20379 25.144
Uralie eni 56.161 41.856 39.122 39.158 56.016 42213 32.020 56.720 28.859 19.499 13.169 14.053 20175
Kk-en 47.803 40252 46326 41477 49212 32454 28.984 49414 16.009 18.895 11.786 16.461 10.669
ke en-kk 36.187 9.501 39.402 0.324 43603 0.383 8.285 43543 16.452 0675 0.809 3.387 13.168
tr-en 54.844 46544 55.767 49122 59.197 54.025 45775 59.110 20,104 28.044 20.767 22344 20017
en-r 50992 35.024 49.569 33.358 55.221 43365 32.043 54.862 17.168 21417 12.955 14.159 22134
) zhen 53.353 52.988 60.692 56.872 61.537 58.620 57.181 61.586 35.854 43209 28.867 32.362 36.634
Sino-Tibetan enzh 24.750 30.788 35.415 12.848 33.895 19.463 11435 34.787 5.207 9.938 5.335 4330 12,633
Fino-Ugrc eten 54515 49.102 57.983 51.247 59.413 52.379 48734 58.720 27.984 26.413 18.203 20.146 23.657
en-et 38.105 35,690 42458 33.792 44,856 32.246 30613 44,689 22352 24.798 14.157 17.798 20.290
Figure 7: Performance Results Evaluated using chrF
Translation Performance (TER)
"a;'agm“;?“ Direction ~ gemma29b  gemma-7b  llama3-70b llama3-8b  llama-3.1-70b  llama-3.1-8b  mixtral-8x7b "a'"ji':i':;‘gnb' OLMo-1B  Phi-35-mini Qwen-2.5-0.58 Qwen-2.5-1.58 Qwen-2.5-3B
de-en 51.779 55.650 48179 53.199 43504 105.955 67.913 43159 365.650 495.067 764.272 774311 621.949
Indo-European- _ en-de 62238 69.367 57.045 63.002 82.316 244.952 123.103 86.252 362.864 796.509 989.618 1005.362 769,652
Germanic en-cs 205,061 83.035 74.445 94.130 75.734 258.411 232.069 75.447 473300 741199 1327.273 1185.684 946.886
os-en 127.490 67.496 62612 78.235 51.282 75671 119.499 50.984 387.299 680.773 862.493 794,097 684.019
Indo-European- fr-de 66.866 74.504 74.910 79.332 69.765 451038 143.412 71.029 295.894 763.075 721345 733.303 591.561
Romance de-r 60433 75.360 68.982 86.239 89.602 191.918 154.740 83.574 350,983 488.496 676.389 682.656 591.568
gu-en 62581 97.659 78.691 11,104 53.661 470828 120.408 54.562 281.358 199.239 247.603 358.455 307.324
Indorrarian- en-gu 80.223 136.636 306.818 143.182 73.003 224587 312,534 76.997 420201 389.733 1291529 1006543 530.303
Aryan bn-en 78.490 123.042 56.073 77412 47.162 86.322 92.111 48014 247591 175327 217.887 315.436 270.440
en-bn 86.226 205.621 166.967 81.679 64.677 171.895 313671 64.816 535.945 486,661 1012.737 1256.874 662.192
Indo-European- Iten 69.039 84.856 75.074 93.793 66.236 104.419 140.417 67.180 350.894 470,042 668.967 655.958 574.181
Baltic enit 84.106 92.987 90.909 103.766 108.247 402987 250,195 111.761 348.562 780.780 1178.506 1165.000 806.688
Indo-European-  ru-en 43370 62.181 57.922 64.523 52,641 80.707 75.043 53.535 322.189 477.559 673.680 631,644 492,334
Slavic enru 54.707 78.025 67.607 76.886 116.766 231.742 187.900 134.455 4616783 599,908 912,642 942.539 754.910
firen 46.634 77.836 71.040 81.181 58.913 102.980 157.240 58.076 326.346 521.064 753.685 713.800 596916
vralie eni 64.203 86.987 245.268 104.732 80.205 225,000 403707 92.035 422950 938.040 1358.912 1361.672 998.502
Kk-en 76333 14.253 96.895 113105 77.123 379.772 155.753 76.119 277613 468.135 416.235 479.140 348.474
Tukic en-kk 92434 112.868 94.558 257.086 88.209 356.045 347.619 87.642 593,961 520,302 1095.522 1032.200 606.519
tr-en 68911 83733 68.869 95.129 60.302 76.372 122.900 60.806 32.592 30259 20448 22535 27.916
en-r 70,570 104.378 81575 112,801 114123 176,537 222.885 121.490 52.741 54.671 35,257 37.027 51.997
) hen 70197 67.247 57.532 67.051 56.891 76.282 75.920 57.404 136.955 189.255 444.359 351474 333.686
Sino-Tibetan enzh 107.600 137.063 142.657 1037.762 625.874 3096.503 3350.350 593,007 4616.783 5725316 9906.294 10720.280 5425.175
Fino-Ugtc eten 92.147 109.943 52.565 87.650 54.972 98.860 199.050 53515 300.714 480.139 694.489 657.737 550,033
en-et 102.981 360.801 181.482 13.078 74.839 215.999 511.052 84.806 389.730 864.364 1252.180 1254.723 920077

Figure 8: Performance Results Evaluated using TER
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Language
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Indo-European-
Germanic
Indo-European-
Romance

Indo-Iranian-
Indic (Indo-
Aryan

Indo-European-
Baltic
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Language
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Indo-European-
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Indo-European-
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Aryan

Indo-European-
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Finno-Ugric

Language
Family

Indo-European-
Germanic

Indo-European-
Romance

Indo-Iranian-
Indic (Indo-
Aryan

Indo-European-
Baltic

Indo-European-
Slavic

Uralic
Turkic

Sino-Tibetan

Finno-Ugric

Direction

de-en
en-de
en-cs
cs-en
fr-de
de-fr
gu-en
en-gu
bn-en
en-bn
It-en
en-It
ru-en
en-ru
fi-en
en-fi
kk-en
en-kk
tr-en
en-tr
zh-en
enzh
et-en
en-et

Direction

de-en
en-de
en-cs
cs-en
fr-de
de-fr
gu-en
en-gu
bn-en
en-bn
It-en
en-It
ru-en
en-ru
fi-en
en-fi
kk-en
en-kk
tr-en
en-tr
zh-en
en-zh
et-en
en-et

Direction

de-en
en-de
en-cs
cs-en
fr-de
de-fr
gu-en
en-gu
bn-en
en-bn
It-en
en-It
ru-en
en-ru
fi-en
en-fi
kk-en
en-kk
tr-en
en-tr
zh-en
enzh
et-en
en-et

gemma2-9b

0.731
0513
0.203
0.454
0.411
0.507
0.674
0.733
0.593
0.721
0.601
0.295
0.774
0.763
0.754
0.486
0.578
0.534
0.655
0.442
0.629
0.513
0.418
0.242

gemma2-9b

0.564
0.663
2971
1311
0.700
0.634
0.695
0.824
0.852
0.882
0.734
0.863
0473
0.580
0.502
0.659
0.801
0.939
0.745
0.751
0.760
1.076
0.946
1.662

gemma2-9b

0.411
0.462
2542
1.013
0.508
0.447
0.511
0.573
0.621
0.619
0.553
0.590
0.336
0.404
0.361
0.451
0.597
0.697
0.552
0.544
0.576
0.676
0.793
1.990

gemma-7b

0.665
0.435
0.308
0.597
0.341

0.376
0.460
-0.109
0.503
0.645
0.439
0.141

0.636
0.649
0.501

0.290
0.314
-0.544
0.535
0.227
0.592
0.557
0.528
0.195

llama3-70b

0.746
0.544
0.458
0.682
0.385
0.472
0614
0.751
0.718
0.770
0.595
0.274
0.721
0.709
0.625
0.413
0.511
0.556
0.654
0.278
0.674
0.586
0.725
0.479

llama3-8b

0.683
0.492
0.149
0.531

0.294
0.285
0.323
-0.542
0.584
0.741

0.432
0.095
0613
0.544
0.521

0.188
0.334
-0.628
0.482
0.205
0.592
0.016
0.495
0.179

Translation Performance (BERTScore)

llama-3.1-70b

0.762
0.556
0.493
0.731
0.431
0.466
0.710
0.793
0.771
0.797
0.642
0.272
0.740
0.686
0.697
0.459
0.592
0.621
0.701
0.298
0.692
0578
0.719
0.473

llama-3.1-8b

0.604
0.239
0.195
0.619
0.152
0.216
0.479
0.196
0.643
0.720
0.495
0.085
0.625
0.546
0.575
0.207
0.328
-0.585
0.612
0.260
0.617
0.283
0.602
0.217

mixtral-8x7b

0.694
0.448
0.262
0.567
0.277
0.351
0.353
-0.730
0.617
0.190
0.414
0.065
0.653
0.581
0.466
0.118
0.194
-0.240
0.511
0.218
0.609
0.288
0.403
0.101

OLMo-1B

0.058
-0.088
-0.350
-0.147
-0.215
-0.155
-0.662
-0.779
-0.288
-0.299
-0.253
0.085
-0.332
-0.095
-0.102
-0.057
-0.489
0477
-0.262
-0.171
-0.204
-0.095
-0.27164
-0.17530

Phi-3.5-mini

0.037
-0.012
-0.137
-0.159
-0.145
-0.056
-0.742
0.064
-0.268
-0.278
-0.242
-0.401
-0.387
0.207
-0.181
-0.149
-0.455
-0.569
-0.244
-0.114
-0.156
0.138
-0.25252
-0.16249

Figure 9: Performance Results Evaluated using BERTScore

gemma-7b

0.591
0.727
0.852
0.716
0.771
0.779
1.037
1.388
1.290
2.081
0.886
0.951
0.667
0.799
0.822
0.878
1.168
1.131
0.900
0.765
0.732
1.371
1.130
1.782

gemma-7b

0.439
0.520
0.616
0.541
0.558
0.556
0.789
1.219
0.966
1.648
0.676
0.669
0.501
0.585
0.627
0.600
0.923
0.958
0.702
1.890
0.554
0.623
0.988
2.070

llama3-70b

0.519
0.602
0.761
0.671
0.780
0.717
0.852
3.087
0.649
1.734
0.799
0.930
0.619
0.703
0.752
2471
1.008
0.967
0.748
0.561
0.628
1427
0.554
0.964

Figure 10: Performance Results Evaluated using WER

llama3-70b

0.383
0.426
0.542
0.503
0.576
0.507
0.657
1.813
0.464
1.227
0.620
0.629
0.459
0.509
0.587
2.328
0.777
0.725
0.571
1.730
0.453
0.681
0.427
1.630

Figure 11: Performance Results Evaluated using CER

llama3-8b

0.568
0.662
0.960
0.825
0.817
0.883
1173
1432
0.854
0.858
0.981
1.053
0.687
0.791
0.855
1.058
1.167
2571
1.012
0.899
0.724
10.378
0.914
1.592

llama3-8b

0.419
0.467
0.675
0.631
0.580
0.625
0.874
1.135
0.613
0.613
0.777
0.702
0.517
0.568
0.663
0.688
0.871
2357
0.806
2.150
0.536
1.898
0.789
2.010

Translation Performance (WER)

llama-3.1-70b

0.480
0.857
0.780
0.553
0.722
0.925
0.613
0.752
0.554
0.715
0.706
1.105
0.574
1.200
0.640
0.827
0.812
0.903
0.675
0.523
0.620
6.259
0.576
0.973

llama-3.1-8b

1.099
2472
2601
0.798
4.537
1.946
4794
2251
0.944
1.756
1.097
4.047
0.852
2.336
1.077
2.267
3.843
3.551
0.829
0.731
0.827
30.965
1.024
1.743

mixtral-8x7b

0.720
1.257
2.349
1.227
1.455
1.575
1.247
3127
1.008
3.140
1.441
2518
0.795
1.910
1.614
4.051
1.580
3.478
1.292
1.102
0.820
33.504
2.015
3.289

Translation Performance (CER)

llama-3.1-70b

0.345
0.665
0.565
0.406
0.527
0.705
0.426
0.487
0.391
0.483
0.530
0.783
0.420
0.924
0.462
0.556
0.591
0.669
0.503
1.620
0.446
1418
0.458
1.540

llama-3.1-8b

0.967
2.197
2392
0.640
4.115
1.698
4.830
2.062
0.728
1.491
0.915
3.293
0.688
1.844
0.900
1.790
3.043
2.883
0.641
1.920
0.643
5677
0.961
2.090

18

mixtral-8x7b

0.576
0.988
2.001
1.061
1171
1.325
1.021
3.055
0.728
2.697
1.238
1.891
0.617
1.508
1.429
2777
1.289
2912
1.084
2.620
0.615
9.213
2.062
3.240

llama-3.2-90b-
vision

0.476
0.896
0.777
0.548
0.736
0.865
0.626
0.791
0.560
0.701
0.717
1.135
0.582
1.374
0.633
0.946
0.801
0.899
0.679
0.549
0.633
5.930
0.560
0.971

llama-3.2-90b-
vision

0.344
0.711
0.560
0.402
0.537
0.644
0.432
0.521
0.394
0.468
0.538
0.806
0.426
1.087
0.453
0.636
0.585
0.666
0.503
1.670
0.455
1.308
0.441
1.590

OLMo-1B

3.699
3.643
4736
3.899
2.964
3.604
2.828
4292
4.156
3.873
3.527
3.490
3277
46.168
3.298
4241
2792
5.942
6.687
5.902
1.415
46.168
54.556
87.288

OLMo-1B

3.559
2537
3.719
3.450
2.165
3.175
2472
3.865
2812
4122
3.307
2712
3.043
7.954
3.302
2.490
2.549
3.941
4122
5.870
1.340
7.954
4122
5.770

Phi-3.5-mini

5.002
7.988
7417
6.840
7.640
4.901
1.995
3.897
2873
2739
4720
7.808
4.813
6.003
5.237
9.390
4699
5.203
5.678
4.832
1.944
57.253
44.556
76.199

Phi-3.5-mini

5210
6.861
6.701
6.944
6.413
4.827
1.976
3.696
2476
3.788
4975
6.124
5.017
4.855
5718
6.588
4.606
4.019
3.788
5.440
2114
10.710
3.788
5.320

Qwen-2.5-0.58 Qwen-2.5-1.5B Qwen-2.5-3B

-0.122
0.189
-0.392
-0.235
-0.300
-0.201
-0.810
-0.834
-0.469
-0.487
-0.320
-0.478
-0.406
-0.042
-0.278
-0.365
-0.594
-0.651
-0.427
-0.270
-0.246
-0.110
-0.44237
-0.28535

-0.043 -0.006
-0.151 -0.037
-0.228 -0.087
-0.184 -0.091
-0.235 -0.107
-0.182 -0.114
-0.727 -0.740
-0.381 0.191
-0.394 -0.182
-0.410 -0.189
-0.260 -0.276
-0.393 -0.197
-0.361 -0.299
-0.081 0.236
-0.186 -0.139
-0.321 -0.128
-0.528 -0.623
-0.353 0.166
-0.359 -0.166
-0.188 -0.021
-0.289 -0.227
-0.227 0.137
-0.37183 -0.17185
-0.23969 -0.11076

Qwen-2.5-0.58 Qwen-2.5-1.5B Qwen-2.5-3B

7672
9.908
13.281
8.648
7.219
6.780
2479
12,915
7.873
5.679
6.708
11.787
6.758
9.132
7.555
13.591
4175
10.956
8.784
7.489
4.483
99.063
67.453
113.474

7.784
10.062
11.863
7.970
7.340
6.840
3.600
10.065
3.646
2.568
6.580
11.653
6.355
9.427
7.167
13.621
4813
10.322
8.789
7.232
3.564
107.203
88.345
147.208

Qwen-2.5-0.58 Qwen-2.5-1

7.742
7.948
11.648
8.607
5.893
6.487
2184
12.399
2327
4.116
6.665
8.699
6.518
7.429
7613
8.785
4231
8.599
4.116
5.420
4.586
17.551
4.116
5.470

7.931
8.222
10.588
8.002
6.088
6.644
3.330
9.532
2315
3.509
6.756
8.740
6.297
7.782
7.467
8.926
4728
8.180
3.509
4.730
3.942
18.484
3.509
4.720

6.251
7.715
9.482
6.875
5.927
5.924
3.087
5.303
9.388
7678
5.761
8.071
4.958
7.555
5.992
9.991
3.498
6.067
3.445
2754
3.396
54.252
53.655
93.432

.58 Qwen-2.5-3B

6.289
6.534
8.418
6.829
5.073
5771
2.841
4778
2629
3.979
5.902
6.359
4.843
6.325
6.156
6.934
3.725
4.852
3.979
5.640
3.634
11.492
3.979
5.460



Translation Performance (ROUGE-1)

L";‘agm“;?e Direction gemma2:9b  gemma-7b  llama3-70b llama3-8b  llama-3.1-70b  llama-3.1-8b  mixtral-8x7b OLMo-1B  Phi-35-mini Qwen-2.5-0.58 Qwen-2.5-1.58 Qwen-2.5-3B
de-en 0.704 0.656 0727 0696 0.751 0631 0672 0.281 0.263 0.137 0.160 0.208
Indo-European- _ en-de 0.608 0.551 0626 0.59 0.641 0.369 0.539 0.148 0.161 0.078 0.084 0.147
Germanic en-cs 0322 0.421 0.549 0.348 0.583 0310 0347 0.073 0.110 0.034 0.063 0.110
os-en 0470 0.559 0.674 0.585 0.706 0626 0.544 0.170 0.147 0.096 0.122 0.175
Indo-European-  fr-de 0538 0.468 0.499 0.403 0526 0313 0.409 0.078 0.110 0.066 0.082 0.151
Romance der 0635 0.524 0602 0415 0.594 0.390 0490 0.103 0.206 0.109 0.109 0.165
gu-en 0.682 0470 0.657 0.490 0722 0529 0.407 0.146 0.137 0.111 0.139 0.153
':':;C"(T:ﬂ en-gu 0.081 0.143 0.103 0.027 0.087 0.012 0.017 0.014 0.019 0.005 0.007 0.019
Aryan bn-en 0.569 0.544 0.711 0629 0.760 0,649 0617 0.037 0.003 0.049 0.306 0.179
en-bn 0.458 0.380 0.547 0.502 0592 0495 0.497 0.024 0.001 0.028 0.269 0.151
Indo-European- Iten 0.560 0472 0572 0.486 0611 0518 0418 0.129 0.152 0.090 0.122 0.127
Baltic en-it 0420 0293 0.408 0272 0.39 0.251 0198 0.008 0.043 0.030 0.032 0.066
Indo-European-  ru-en 0.754 0.603 0.674 0619 0.694 0.621 0.627 0333 0.288 0.202 0219 0.299
Slavic enru 0.306 0.099 0.127 0.091 0.10 0.062 0.103 0.023 0.007 0.004 0.004 0.006
firen 0.707 0.481 0.591 0.540 0.641 0.548 0454 0.241 0.164 0.088 0.130 0.171
vralie eni 0.541 0.344 0.467 0319 0.502 0.300 0.189 0.398 0.261 0.133 0.171 0.205
Kk-en 0519 0.360 0.481 0.395 0526 0.365 0.256 0.123 0.131 0.111 0.139 0.119
ke en-kk 0232 0.018 0.122 0.016 0.135 0.005 0.014 0.043 0.006 0.003 0.003 0.008
tr-en 0,603 0.492 0.600 0.504 0.641 0.580 0.482 0.133 0.072 0.024 0.033 0.066
en-r 0.521 0.392 0.509 0.427 0.521 0448 0.391 0.081 0.041 0.014 0.020 0.033
) hen 0.582 0.580 0674 0623 0679 0638 0.608 0.390 0.400 0219 0.276 0.308
Sino-Tibetan enzh 0136 0275 0254 0.151 0290 0094 0083 0.023 0.019 0014 0014 0.025
Fino-Ugrc eten 0521 0.406 0.662 0522 0.660 0574 0.420 0678 0.867 023 0.786 0762
en-et 0.399 0.302 0.556 0.440 0576 0.496 0.362 0575 0.752 0.125 0.691 0619

Figure 12: Performance Results Evaluated using ROUGE-1
Translation Performance (ROUGE-2)

"“;'agm“;?“ Direction ~ gemma29b  gemma-7b  llama3-70b llama3-8b  llama-3.1-70b  llama-3.1-8b  mixtral-8x7b "“'"ji':l':;‘gnb' OLMo-1B  Phi-35-mini Qwen-2.5-0.58 Qwen-2.5-1.58 Qwen-2.5-3B
de-en 0.481 0.411 0.500 0.466 0529 0439 0.460 0526 0.146 0.156 0.057 0.079 0.120
Indo-European- _ en-de 0.374 0332 0411 0.365 0452 0232 0.356 0.446 0.060 0.092 0.027 0.034 0.073
Germanic en-cs 0.179 0.163 0.303 0172 0.344 0.148 0173 0.336 0.011 0.031 0.004 0.011 0.035
os-en 0.301 0.286 0417 0.343 0473 0.387 0.321 0471 0.059 0.064 0.022 0.043 0.083
Indo-European-  fr-de 0.322 0.260 0.294 0.221 0322 0178 0233 0.331 0.037 0.055 0.029 0.037 0.074
Romance der 0.442 0317 0422 0.254 0417 0.248 0.321 0.419 0.041 0.123 0.044 0.050 0.092
gu-en 0.412 0274 0.393 0.254 0.459 0311 0158 0.462 0.019 0.002 0.004 0.017 0.032
Indorrarian- en-gu 0.022 0.044 0.050 0.014 0.030 0.000 0.003 0.020 0.002 0.003 0.001 0.002 0.005
Aryan bn-en 0.350 0.304 0.464 0375 0526 0.408 0.360 0522 0.199 0210 0.173 0.185 0.191
en-bn 0.045 0.034 0.104 0.060 0.121 0.087 0.064 0.129 0.030 0.019 0.016 0.018 0.021
Indo-European- Iten 0.282 0.250 0.300 0225 0345 0.250 0.187 0.338 0.029 0.037 0.014 0.029 0.037
Baltic en-it 0.189 0.122 0.168 0.087 0.161 0.084 0.054 0.159 0.001 0.010 0.005 0.006 0.013
Indo-European-  ru-en 0538 0.331 0422 0.349 0433 0.382 0.389 0.437 0.161 0.139 0.069 0.003 0.156
Slavic enru 0.164 0.041 0.041 0.028 0032 0.045 0.039 0.031 0.008 0.001 0.000 0.001 0.001
firen 0.469 0215 0.323 0.268 0.381 0292 0224 0.392 0.004 0.054 0.011 0.034 0.067
Uralie eni 0.327 0.137 0.249 0.143 0278 0.142 0.071 0217 0.046 0.019 0.003 0.006 0.019
Kk-en 0.258 0.165 0.227 0.144 0.264 0155 0.067 0.266 0.013 0.014 0.007 0.016 0.012
ke en-kk 0.128 0.018 0.033 0.001 0.040 0.002 0.003 0.040 0.0t 0.001 0.001 0.001 0.003
tr-en 0.333 0217 0.327 0.241 0376 0.305 0213 0.371 0.184 0.192 0.167 0.174 0.181
en-r 0317 0.044 0.096 0.062 0.118 0.090 0.057 0.125 0.030 0.018 0.014 0.016 0.020
) zhen 0314 0.305 0415 0.351 0434 0379 0345 0.429 0.172 0211 0.076 0.120 0.155
Sino-Tibetan enzh 0.025 0.142 0.139 0070 0.181 0.045 0.040 0.178 0.008 0.008 0.004 0.005 0.012
Fino-Ugrc eten 0.351 0.191 0.429 0.289 0.434 0.360 0.227 0.438 0.176 0.184 0.161 0.168 0.173
en-et 0.041 0.059 0111 0.070 0.127 0.097 0070 0.133 0.026 0.020 0.017 0.019 0.022

Figure 13: Performance Results Evaluated using ROUGE-2
Translation Performance (ROUGE-L)

"a;'agm“;?“ Direction ~ gemma29b  gemma-7b  llama3-70b llama3-8b  llama-3.1-70b  llama-3.1-8b  mixtral-8x7b "a'"ji':i':;‘gnb' OLMo-1B  Phi-35-mini Qwen-2.5-0.58 Qwen-2.5-1.58 Qwen-2.5-3B
de-en 0.651 0.599 0671 0642 0693 0.585 0625 0.692 0.241 0.231 0.109 0.128 0.182
Indo-European- _ en-de 0.544 0.503 0.581 0.549 0.602 0337 0.504 0.599 0.131 0.148 0.064 0.070 0.128
Germanic en-cs 0.288 0.368 0.496 0312 0523 0.265 0.307 0525 0.062 0.091 0.026 0.045 0.087
cs-en 0.430 0513 0618 0.530 0.657 0572 0.500 0.658 0.139 0.125 0.071 0.007 0.149
Indo-European-  fr-de 0.496 0433 0.461 0.374 0.488 0276 0376 0.499 0.074 0.100 0.057 0.069 0.131
Romance de-r 0592 0.482 0.561 0.384 0.557 0345 0448 0.562 0.089 0.185 0.083 0.088 0.144
gu-en 0.594 0.394 0.571 0.403 0.646 0451 0339 0.647 0.123 0.116 0.095 0.106 0.126
Indorrarian- en-gu 0.143 0.081 0.103 0.027 0.087 0.012 0.017 0.060 0013 0.018 0.005 0.007 0.019
Aryan bn-en 0.481 0479 0616 0.524 0672 0.559 0518 0.669 0.313 0.279 0.233 0.251 0.266
en-bn 0.057 0.044 0117 0.064 0.140 0.103 0078 0.146 0.033 0.022 0.019 0.020 0.028
Indo-European- Iten 0.484 0.403 0.489 0.404 0.527 0438 0348 0.525 0.100 0.116 0.066 0.087 0.098
Baltic en-it 0379 0.255 0.353 0.241 0.347 0.209 0173 0.349 0.008 0.040 0.025 0.027 0.054
Indo-European-  ru-en 0.702 0543 0622 0.554 0,639 0.565 0572 0.641 0.286 0.242 0.150 0.170 0.254
Slavic enru 0.304 0.099 0.123 0.087 0.106 0.062 0.103 0.103 0.023 0.007 0.004 0.004 0.006
firen 0.666 0.421 0523 0471 0573 0.487 0401 0.584 0.200 0.140 0.066 0.007 0.138
vralie eni 0517 0312 0419 0.289 0.456 0.269 0.166 0.449 0.121 0.065 0.020 0.029 0.056
Kk-en 0.453 0.301 0.406 0323 0.457 0.300 0210 0.460 0.100 0.104 0.086 0.097 0.096
ke en-kk 0.227 0.063 0.121 0015 0135 0.005 0013 0.135 0.041 0.006 0.003 0.003 0.008
tr-en 0522 0.414 0512 0412 0.556 0.484 0.391 0.556 0.243 0.199 0.168 0.202 0.229
en-r 0.460 0.087 0.155 0.074 0.194 0121 0.069 0.189 0.036 0.015 0.010 0.012 0.026
) hen 0.499 0.503 0602 0.545 0615 0.561 0533 0.609 0.321 0.337 0.156 0213 0.250
Sino-Tibetan enzh 0.136 0271 0.247 0.151 0.288 0.094 0.081 0.207 0.023 0.019 0.014 0.014 0.025
Fino-Ugrc eten 0.491 0.369 0629 0.481 0630 0544 0.391 0.636 0.289 023 0.199 0211 0.246
en-et 0.058 0.089 0.139 0.072 0.180 0.130 0.067 0.183 0.041 0.022 0.012 0.019 0.032

Figure 14: Performance Results Evaluated using ROUGE-L
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Figure 16: Performance in the Literature Domain Across the en <> kk (English—Kazakh)
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15: Performance in the Literature Domain Across the ru <> kk (Russian—Kazakh)
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Figure 17: Performance in the Literature Domain Across the
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chrF
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chrF
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chrF
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chrF
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BERTScore
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0.693
0.741
0.767
0.699
0.768
0.674
0.493
0.781
en-it
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ROUGE-2
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ROUGE-L
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0.608
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Figure 18: Performance in the Medical Domain Across the en — fr, hr, it (English—French, Croatian, Italian)
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en-pl

BLEU chrF TER BERTScore WER CER ROUGE-1 ROUGE-2 ROUGE-L
deepseek-r1-distill-32b 9.854 38.547 80.051 0.610 0.809 0.528 0.230 0.059 0.229
deepseek-r1-distill-70b 10.963 40.145 79.923 0.637 0.805 0.509 0.195 0.055 0.194
llama-3.3-70b-specdec 12.035 42.813 77.046 0.652 0.776 0.477 0.183 0.044 0.183
qwen-2.5-32b 2.220 22.393 432.864 0.491 4.338 4.613 0.134 0.020 0.133
llama-3.3-70b-versatile 12.185 43.532 76.854 0.655 0.774 0.475 0.183 0.044 0.183
llama-3.1-8b 2.202 21.848 413.043 0.594 4.138 3.963 0.184 0.030 0.184
mixtral-8x7b 3.229 29.062 191.240 0.479 1.921 1.649 0.132 0.051 0.130
llama-3.2-90b-vision 12.495 43.322 76.151 0.662 0.769 0.474 0.191 0.052 0.191

en-de

BLEU chrF TER BERTScore WER CER ROUGE-1 ROUGE-2 ROUGE-L
deepseek-r1-distill-32b 22.284 57.053 62.170 0.501 0.643 0.417 0.563 0.303 0.519
deepseek-r1-distill-70b 27.129 61.289 57.279 0.543 0.596 0.373 0.600 0.600 0.555
llama-3.3-70b-specdec 27.560 61.598 55.705 0.547 0.575 0.363 0.603 0.365 0.565
qwen-2.5-32b 23.521 58.752 64.924 0.507 0.673 0.455 0.574 0.326 0.528
llama-3.3-70b-versatile 27.967 61.814 55.987 0.551 0.577 0.359 0.604 0.368 0.568
llama-3.1-8b 23.694 59.217 60.202 0.515 0.626 0.386 0.574 0.325 0.530
mixtral-8x7b 1.778 23.872 1072.569 0.486 10.753 8.049 0.550 0.304 0.506
llama-3.2-90b-vision 28.289 62.664 55.818 0.561 0.581 0.357 0.612 0.376 0.568

en-es

BLEU chrF TER BERTScore WER CER ROUGE-1 ROUGE-2 ROUGE-L
deepseek-r1-distill-32b 39.565 68.614 43.323 0.683 0.683 0.285 0.675 0.459 0.641
deepseek-r1-distill-70b 40.229 69.491 42.779 0.696 0.456 0.277 0.692 0.484 0.660
llama-3.3-70b-specdec 46.048 72.961 37.685 0.740 0.399 0.233 0.724 0.529 0.698
qwen-2.5-32b 41.263 70.069 42.136 0.706 0.443 0.270 0.698 0.493 0.670
llama-3.3-70b-versatile 45.999 72.906 37.883 0.740 0.399 0.232 0.723 0.524 0.694
llama-3.1-8b 40.613 69.648 43.769 0.693 0.456 0.276 0.683 0.482 0.654
mixtral-8x7b 31.125 64.234 63.254 0.626 0.648 0.478 0.632 0.430 0.604
llama-3.2-90b-vision 46.453 73.040 38.032 0.730 0.402 0.235 0.722 0.527 0.695

Figure 19: Performance in the Medical Domain Across the en — pl, de, es (English—Polish, German, Spanish)

en-pt
BLEU chrF TER BERTScore WER CER ROUGE-1 ROUGE-2 ROUGE-L
deepseek-r1-distill-32b 35.942 67.262 46.597 0.670 0.477 0.257 0.670 0.439 0.647
deepseek-r1-distill-70b 36.616 67.630 45.393 0.674 0.463 0.249 0.680 0.436 0.653
llama-3.3-70b-specdec 37.131 68.079 44.712 0.680 0.454 0.244 0.683 0.446 0.660
qwen-2.5-32b 36.859 67.692 47173 0.676 0.481 0.275 0.683 0.446 0.659
llama-3.3-70b-versatile 37.231 68.094 44.607 0.680 0.453 0.243 0.681 0.445 0.659
llama-3.1-8b 36.314 67.578 45.602 0.670 0.465 0.250 0.669 0.434 0.645
mixtral-8x7b 2.158 23.247 1402.723 0.587 14.038 9.964 0.606 0.383 0.582
llama-3.2-90b-vision 37.604 68.212 44.450 0.681 0.453 0.244 0.687 0.450 0.662
en-fi
BLEU chrF TER BERTScore WER CER ROUGE-1 ROUGE-2 ROUGE-L

deepseek-r1-distill-32b 23.466 54.118 64.877 0.704 0.681 0.453 0.294 0.093 0.290
deepseek-r1-distill-70b 24.788 55.791 63.950 0.720 0.661 0.428 0.319 0.110 0.316
llama-3.3-70b-specdec 27.887 59.068 60.106 0.741 0.627 0.400 0.323 0.090 0.320
qwen-2.5-32b 21.811 54.232 79.192 0.693 0.821 0.600 0.327 0.100 0.324
llama-3.3-70b-versatile 27.914 58.943 60.769 0.740 0.632 0.404 0.317 0.090 0.313
llama-3.1-8b 22.262 54.527 68.191 0.702 0.710 0.469 0.312 0.108 0.312
mixtral-8x7b 15.901 51.524 102.187 0.663 1.049 0.755 0.244 0.090 0.244
llama-3.2-90b-vision 28.627 59.499 60.371 0.748 0.624 0.400 0.314 0.110 0.311

Figure 20: Performance in the Medical domain across the en — pt, fi (English—Portuguese, Finnish)
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en-es

BLEU chrF TER BERTScore WER CER ROUGE-1 ROUGE-2 ROUGE-L
deepseek-r1-distill-32b 49.793 72.698 35.408 0.717 0.388 0.271 0.773 0.598 0.739
deepseek-r1-distill-70b 49.795 73.460 35.259 0.728 0.382 0.263 0.787 0.616 0.755
llama-3.3-70b-specdec 56.196 77.186 29.831 0.776 0.323 0.218 0.822 0.670 0.797
qwen-2.5-32b 50.708 73.889 34.661 0.738 0.370 0.256 0.791 0.626 0.764
llama-3.3-70b-versatile 55.926 77.129 30.129 0.776 0.323 0.217 0.821 0.663 0.792
llama-3.1-8b 50.654 73.697 36.404 0.725 0.382 0.263 0.772 0.614 0.748
mixtral-8x7b 38.293 67.876 56.325 0.654 0.584 0.468 0.714 0.546 0.687
llama-3.2-90b-vision 56.272 77.096 30.179 0.764 0.326 0.221 0.819 0.664 0.792

en-fr

BLEU chrF TER BERTScore WER CER ROUGE-1 ROUGE-2 ROUGE-L
deepseek-r1-distill-32b 42.270 67.462 43.816 0.642 0.455 0.293 0.724 0.542 0.703
deepseek-r1-distill-70b 40.811 67.098 46.039 0.632 0.487 0.316 0.714 0.523 0.684
llama-3.3-70b-specdec 42.757 68.511 42.464 0.648 0.444 0.287 0.728 0.546 0.704
qwen-2.5-32b 38.553 66.250 52.512 0.615 0.544 0.386 0.699 0.517 0.676
llama-3.3-70b-versatile 42.699 68.540 42.415 0.649 0.443 0.285 0.730 0.545 0.705
llama-3.1-8b 39.926 66.035 47.971 0.616 0.501 0.335 0.706 0.507 0.678
mixtral-8x7b 39.641 66.132 49.082 0.620 0.511 0.347 0.695 0.511 0.666
llama-3.2-90b-vision 43.136 69.283 42.415 0.661 0.444 0.284 0.736 0.561 0.715

en-pl

BLEU chrF TER BERTScore WER CER ROUGE-1 ROUGE-2 ROUGE-L
deepseek-r1-distill-32b 18.750 45.670 68.129 0.701 0.728 0.543 0.240 0.120 0.240
deepseek-r1-distill-70b 29.174 56.101 56.278 0.754 0.607 0.439 0.147 0.033 0.147
llama-3.3-70b-specdec 35.810 60.189 48.260 0.780 0.525 0.379 0.083 0.037 0.083
qwen-2.5-32b 17.468 46.199 80.182 0.708 0.835 0.690 0.223 0.090 0.223
llama-3.3-70b-versatile 35.609 60.222 47.857 0.781 0.518 0.374 0.083 0.037 0.083
llama-3.1-8b 20.047 44.991 81.089 0.683 0.841 0.653 0.198 0.110 0.198
mixtral-8x7b 5.255 29.282 188.149 0.498 1.906 1.814 0.069 0.029 0.069
llama-3.2-90b-vision 37.987 62.130 45.436 0.793 0.495 0.359 0.238 0.110 0.238

Figure 21: Performance in the Law Domain Across the en — es, fr, pl (English—Spanish, French, Polish)

en-it
BLEU chrF TER BERTScore WER CER ROUGE-1 ROUGE-2 ROUGE-L
deepseek-r1-distill-32b 37.283 65.623 47.330 0.625 0.494 0.331 0.682 0.457 0.653
deepseek-r1-distill-70b 40.421 67.283 44.686 0.644 0.459 0.307 0.701 0.491 0.682
llama-3.3-70b-specdec 42.153 68.289 44.531 0.664 0.457 0.298 0.714 0.517 0.698
qwen-2.5-32b 37.304 65.548 51.115 0.609 0.525 0.356 0.665 0.456 0.650
llama-3.3-70b-versatile 42.376 68.201 44.479 0.662 0.456 0.299 0.711 0.515 0.696
llama-3.1-8b 38.825 66.032 48.160 0.632 0.495 0.332 0.684 0.483 0.667
mixtral-8x7b 33.178 64.175 57.232 0.597 0.589 0.408 0.650 0.440 0.628
llama-3.2-90b-vision 42.649 68.357 43.339 0.664 0.446 0.293 0.719 0.527 0.704
en-pt
BLEU chrF TER BERTScore WER CER ROUGE-1 ROUGE-2 ROUGE-L
deepseek-r1-distill-32b 47.547 71.923 37.435 0.710 0.387 0.243 0.773 0.595 0.752
deepseek-r1-distill-70b 48.387 72.169 36.440 0.715 0.375 0.236 0.784 0.594 0.759
llama-3.3-70b-specdec 48.510 72.633 35.707 0.723 0.364 0.230 0.787 0.608 0.767
qwen-2.5-32b 47.707 72.145 38.325 0.716 0.393 0.263 0.785 0.607 0.765
llama-3.3-70b-versatile 48.648 72.667 35.602 0.722 0.363 0.229 0.785 0.608 0.766
llama-3.1-8b 48.360 72.216 36.754 0.710 0.377 0.236 0.768 0.594 0.749
mixtral-8x7b 2.792 24.555 1394.712 0.622 13.958 10.039 0.691 0.511 0.671
llama-3.2-90b-vision 48.964 72724 35.445 0.722 0.364 0.231 0.788 0.608 0.768
en-ro
BLEU chrF TER BERTScore WER CER ROUGE-1 ROUGE-2 ROUGE-L
deepseek-r1-distill-32b 28.201 56.873 59.907 0.719 0.638 0.442 0.294 0.093 0.290
deepseek-r1-distill-70b 30.368 59.003 58.449 0.736 0.611 0.414 0.319 0.110 0.316
llama-3.3-70b-specdec 33.907 62.300 54.473 0.759 0.577 0.386 0.323 0.090 0.320
qwen-2.5-32b 25.447 56.871 74.420 0.707 0.781 0.591 0.327 0.100 0.324
llama-3.3-70b-versatile 33.594 61.900 55.335 0.756 0.584 0.392 0.317 0.090 0.313
llama-3.1-8b 26.573 57.046 63.552 0.716 0.670 0.459 0.312 0.108 0.312
mixtral-8x7b 19.553 54.309 96.355 0.676 0.998 0.748 0.244 0.090 0.244
llama-3.2-90b-vision 34.650 62.446 55.136 0.765 0.577 0.388 0.314 0.110 0.311

Figure 22: Performance in the Law Domain Across the en — it, pt, ro (English—Italian, Portuguese, Romanian)
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BLEU
11.436
12.851
14.739
2.654
14.491
2.533
3.705
15.288

BLEU
30.784
36.377
37.010
32.289
37.324
33.635
2.447
37.713

chrF
40.222
42.374
45.388
23.077
46.037
22.719
30.058
45.742

chrF
60.879
65.401
65.871
62.624
66.065
63.223
25.195
67.009

TER
75.928
75.032
70.487

428.937
70.743

408.963
188.348
69.974

TER
54.704
49.352
47.437
57.127
47.606
52.225

1067.211
47.549

en-el

BERTScore WER
0.619 0.770
0.647 0.757
0.664 0.712
0.497 4.300
0.666 0.714
0.601 4.099
0.482 1.893
0.672 0.708

en-de

BERTScore WER
0.542 0.571
0.589 0.521
0.596 0.496
0.553 0.601
0.599 0.497
0.562 0.549
0.530 10.705
0.610 0.503

CER ROUGE-1
0.522 0.230
0.503 0.197
0.469 0.183
4.702 0.134
0.467 0.183
4.035 0.184
1.675 0.132
0.466 0.191

CER ROUGE-1
0.403 0.646
0.357 0.689
0.347 0.697
0.442 0.666
0.342 0.697
0.372 0.665
8.184 0.637
0.340 0.709

ROUGE-2 ROUGE-L
0.059 0.229
0.058 0.196
0.044 0.183
0.020 0.134
0.044 0.183
0.030 0.184
0.051 0.130
0.052 0.191

ROUGE-2 ROUGE-L
0.407 0.599
0.465 0.640
0.477 0.654
0.439 0.618
0.480 0.657
0.438 0.618
0.410 0.589
0.492 0.657

Figure 23: Performance in the Law domain across the en — el, de (English—Greek, German)
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Figure 24: Language Family Tree (Pellard et al., 2024). The hierarchical structure shows the evolution of languages
from families to sub-families and individual languages. Level 0 denotes the root node, Level 1 indicates the

major language families (e.g., Indo-European, Uralic), Level 2 represents sub-families (e.g., Germanic, Romance),

and Level 3 lists the individual languages (e.g., English, Spanish).
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