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Abstract

PU (Positive Unlabeled) learning is a variant of supervised classification learning
in which the only labels revealed to the learner are of positively labeled instances.
PU learning arises in many real-world applications. Most existing work relies
on the simplifying assumptions that the positively labeled training data is drawn
from the restriction of the data generating distribution to positively labeled in-
stances and/or that the proportion of positively labeled points (a.k.a. the class
prior) is known apriori to the learner. This paper provides a theoretical analysis
of the statistical complexity of PU learning under a wider range of setups. Unlike
most prior work, our study does not assume that the class prior is known to the
learner. We prove upper and lower bounds on the required sample sizes (of both
the positively labeled and the unlabeled samples).

1 Introduction

Learning from positive and unlabeled data (PU learning) is a variant of binary classification predic-
tion semi-supervised learning, where the training data consist only of positively labeled and unla-
beled examples. PU learning arises in many applications, such as personal advertisement (where a
person is labeled according to whether a given add is relevant to them. When a person responds to
the add, we know they belong to the set of positive instances. However, we cannot tell the label of
unresponsive customers), land cover classification Cicefall (Z0T0) (say, we wish to classify forest
land cover from aerial images, where training data consist of unlabeled land images and forest aerial
images), prediction of protein similarity Elkan"and Nofd (Z00&) and many other applications like
knowledge base completion Bekker and Davis (Z020), disease-gene identification [Yang et al] (P0172)
and more.

Standard machine learning paradigms, such as empirical risk minimization (namely, training a clas-
sifier to minimize the miss-classification loss over the training data) or regularized risk minimization
may fail badly in such settings, since their success guarantees rely on having access to labels from
both classes (positive and negative labels). We are interested in finite sample size generalization
guarantees. Having a weaker supervision than standard fully supervised learning, achieving gener-
alization bounds for PU learning requires stronger assumptions. In this work, we show how some
of the common assumptions used in this domain can be relaxed, while also showing some negative,
impossibility results.

Various setups for PU learning. We consider the case in which both training samples (the positively
labeled and the unlabeled examples) are generated by random processes unknown to the learner.
The learner’s goal is to obtain a classifier that minimizes misclassification with respect to a target
evaluation distribution D over X x {0,1} (where X is the domain set). Training data generating
setup can be viewed along two basic axes; The first is whether the positively labeled data is generated
independently of the unlabeled sample (as opposed to the case where the positively labeled examples
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are sampled from an already sampled unlabeled set of instances). The other axis is the labeling
mechanism through which positive labels are assigned to training examples.

Our paper focuses on scenarios where the unlabeled sample and the positive sample are independent
of each other (called case-control scenarios by Ninef all (2016)). As an example of a case-control
scenario, consider the task of predicting whether a given profile will become a user of a mobile
application. For this example, the positive sample can be collected from individuals who are already
users of the application, while the unlabeled sample can be drawn from a broader pool of random
individuals.

Let D, and D_ denote the conditioning of D on the label being positive or negative respectively. We
consider four setups for how positive training data is generated (See Section &8 for formal definitions):

* Selected completely at random (SCAR) Elkan_and Nofd (2008): Positive training data is
drawn i.i.d. from D, .

* Selected at random (SAR) Bekker ef all (Z01Y): Positive training data are drawn i.i.d. from
a distribution whose support is a subset of the support of D .

* Positive covariate shift (PCS): Positive training data is drawn from a distribution that shares
the same labeling function as D but has different marginal distributions (referred to as
positive-only shift in Sakar and Shimizii (Z01Y)).

 Arbitrary positive distribution shift (APDS): Positive training data is drawn from an ar-
bitrary distribution (generalization bounds in this case depend on measures of similarity
between the two distributions).

Following the common terminology, realizable setup refers to learning with respect to data distri-
butions for which some member of the concept class has zero misclassification loss. The setup is
agnostic PU learning when no such condition is assumed. The class prior is the probability of posi-
tive labels, a := D[{(x,1) : x € X'}]. In most prior work on PU learning, the class prior is assumed
as prior knowledge.

Our Contributions. The main high-level contributions of this paper are as follows:

1. We provide finite sample complexity bounds without relying on knowledge of the class
prior a.. To the best of our knowledge, prior provable results in PU learning typically as-
sume that « is known and used by the learner. The only exceptions are Lin_ef-all (2002),
which provides a result limited to realizable PU learning under the SCAR setup, Lee ef all
(P20239) that are studying a setup where unlabeled data is sampled from a distribution dif-
ferent from the target evaluation data, and Kafo and Teshima (Z021); Zheng et al] (P027)
which study specific classes of neural networks.

2. We provide new sample complexity upper bounds in a variety of setups, for which such
bounds have not been previously proved.

3. We prove novel lower bounds that match existing positive results for the SCAR setup.
In more detail, our contributions are:

* Realizable PU Learning (SCAR setup). In Theorem [, we provide a lower bound on the
sample complexity of positive examples that nearly matches earlier upper bounds (e.g.,
by LCiief all (2007)). Moreover, in Theorem B, we also provide a lower bound on the
sample complexity of unlabeled examples based on a novel combinatorial parameter that
we introduce, called claw number.

* Realizable PU learning (SAR setup). We prove the first finite sample complexity for this
setup that does not require knowledge of o (Theorem B). We then provide an almost tight
lower bound on the sample complexity of positive examples in Theorem B.

* Realizable PU learning (PCS setup). For this setup, we introduce the first algorithm which
guarantees finite sample complexity (Theorem [2). We then provide lower bounds on sum
of sample complexity of positive and unlabeled examples (Theorem [ and Theorem [ITI).
These results highlight the differences between the PCS and the SAR setups.

» Agnostic PU Learning (SCAR setup, when « is known). For this setup, in Theorem 3, we
propose a lower bound on the sample complexity of both positive and unlabeled examples
that nearly matches existing upper bounds established in IDi"Plessis’ef all (ZO15).



» Agnostic PU Learning (SCAR setup, when « is unknown). While without knowledge of «
or additional assumptions on the data or concept class it is impossible to find a classifier
whose misclassification rate is arbitrarily close to that of the best in the class, we show in
Corollary R, that a learner can always find a classifier whose misclassification rate is arbi-

trarily close to fﬁ((ailfa) times the misclassification rate of the best concept in the concept
a,l—a)

class. Moreover, in Corollary [, we show that this multiplicative factor is tight. Our result
also yields an improved generalization bound in scenarios where an approximation of « is
available.

» Agnostic PU learning (APDS setup). For this setup, we derive the first generalization
bounds with finite sample complexity (Theorem [3).

Table 1: Summary of all results presented in this paper (excluding those in Section B2). Here, d
denotes the VC-dimension of the concept class C ; k is the dimensionality of the input space; b is the
claw number of C; r is a weight ratio between distribution of positively labeled training data and D
; 7y is the margin parameter ;7 is any lower bound on « that is available to the learner. Logarithmic
factors are suppressed in this table.

Bounds on the sample complexity of PU learning
Realizable (SCAR) | "¢, (510) = O (%) mg" e, 5) 0(2) Luref all (2002)
mb®(e,8) = Q (%) mg™ e (e,86) = Q (2) New results in this work.
. 7os §)=0(2) martabel (g, ) O (%) New results in this work.
Realizable (SAR) | "¢, (% e e

calizable (SAR) mb>(e,6) = Q (L) mgmabel(c §) = Q (h) New results in this work.
mb*(e,8) =0 (%) mgrtl(,8) = O (é) o New results in this work
Realizable (PCS) c &= ¢ & me :
mb(g,8) + mgeb (e, 8) = Q(1 4 1/29)"/? New results in this work.

Agnostic mb(e,6) = O (%) mé™** (e,6) = 0 (%) Du Plessisef all (Z015)
(SCAR, known o) | mB”(e,6) = Q (%) mg™ ! (e,8) = Q (%) New results in this work.

Related works. We briefly survey previous theoretical studies of PU learning. We start with works
on the SCAR setup. For the easiest case of realizable learning, Ciiefall (2002) describe an algorithm
with finite sample complexity.

For the more challenging agnostic PU learning setting, previously proposed approaches typically
rely on a priori knowledge of the class prior (e.g., Du"Plessis’efall (20IT5)). When the class prior
is unknown, existing studies often impose restrictive assumptions on the underlying distribution
or the concept class. Much of this literature focuses on estimating the prior cv. The assumptions
employed in these works include: (i) Separability: non-overlapping support between the D_ and
D, Elkan_and Nofa (Z00X); Du Plessis and Sugiyamd (2014); (ii) Anchor set: requiring a subset
of the instance space defined by partial attribute assignment, to be purely positive Scofil (Z015); i1
and Taa (ZOI15); Chrisfoffel’efall (Z01R); Bekker and Davis (Z0IR); (iii) Ramaswamy et al] (Z0T6)
discuss a generalization of anchor set assumption and call it also separability; (iv) Irreducibility:
D_ cannot be expressed as a linear combination of D and any other distribution Blanchard ef al
(P010); Taan’efall (ZOTH). There are also studies focusing on specific classes of neural networks Kafa
and Teshima (2021)); [Zheng et all (P027), which adopt density-ratio estimation method. Our results
do not rely on any of these assumptions.

Next, we consider studies of PU learning that extend beyond the SCAR setup. Several articles
examine PU learning in the SAR setting Coudray et al] (2023); Darefall (2023); Gong et all (Z021);
Na ef all (Z020]); Bekkeref all (2019); Kafo ef all (Z019); Heef all (Z011R), among which only Coudray
efall (P023); Gong et al] (2021)); Kafoef all (2019); He'ef all (ZOIR) pursues theoretical analysis (the
others focus primarily on empirical evaluations). In contrast to our work, these studies assume that
« is known. Under that assumption, they provide learnability results applicable to the agnostic PU
learning setting. Kafo“ef-all (Z(IT9) focuses on establishing statistical consistency rather than finite
sample guarantees. He efall (Z0IR) analyze a special case of the SAR setting, referred to as the
probabilistic gap assumption.

Sakai_and Shimizi (201Y9); Hammondeh and Towd (202()); Kumar_and Tamberf (2023) discuss
statistical consistency for different variations of PU learning. This is in contrast with our focus on
finite sample size generalization bounds. Lee efall (2075) studies both the sample complexity and



computational complexity in a setting where the distribution of unlabeled training data is drawn
from a distribution that can differ from the target evaluation distribution, while the positive training
data is drawn from the target evaluation distribution conditioned on the label being positive.

Note that, due to space constraints, all proofs in this submission are deferred to the appendix.

2 Setting

We consider the following setup for learning with positive and unlabeled examples (PU learning).
Let X be the domain set, Y = {0, 1} the labels set. We consider two distributions, a distribution
D over X x Y, and a distribution for sampling the positively labeled training data over X denoted
by P. Given a function f : X — Y, define errp(f) := Pr )~plf(x) # y] as the error of f
with respect to D. Also, define positive distribution, and negative distribution respectively to be
Di(A):=D(A|y=1)and D_(A) := D(A | y = 0) for every measurable set A C X'. Moreover,
denote Dy to be the marginal distribution of D over the domain set.

A PU learner takes (i) a sample SY of size a i.i.d. drawn from marginal distribution Dy, and (ii) a
sample S* of size bi.i.d. drawn from P independent of SV, denoted by S*, and similar to classical
machine learning, it aims to output a function f : X — ) which minimizes errp(f). Formally, a
PU learner is a function

A X" x X = {0,1}*.
We now establish our framework for evaluating the success of PU learners:

Definition 1 (PU learnability). Let C be a concept class over domain X. Moreover, let VV be a set
of pairs (D, P), where D is a distribution over X x Y; and P is a distribution over X. We say that
concept class C is PU learnable over the class W if there exist functions mb®® : (0,1) x (0,1) —
N, mgntab : (0,1) x (0,1) — N, and a PU learner A such that for all (,6) € (0,1) x (0,1) and

distributions (D, P) € W ifb > mb(e,8) and a > m@™® (e, §), we have

ST 8Y)) > mi <4
SPNPb,gUND’/{, errp (A( , )) > Icnel(r:l errp(c) + ¢

We also say A PU learns C over W.

Notations: Given any set J and k € N, let U; denote the uniform distribution over J, and define
J* o= {1y, %) | J1s---sJx € J}, and [k] := {1,...,k}. Given a family of distributions D,
over X x {0, 1}, where w ranges over some parameter set, we respectively denote the marginal over
X, the positive distribution, and the negative distribution of D,, by Dy ,, D+ ., and D_ .

Let C be a concept class over X. Define CAC := {c¢& ¢’ | ¢,¢’ € C}. Moreover, denote the best clas-
sifier as ¢* := arg min.cc errp(c), and min.cc errp(c) as the approximation error. Furthermore,
for a function ¢ : X — {0, 1} and distribution D over X x {0, 1}, define the false positive rate as

errf(c) = Pryup, [e(x) # 1], and the false negative rate as errp(c) = Pryup_[c(z) # 0].
Given a subset B C X, define CN B := {¢N B | ¢ € C}. Moreover, for a multiset

S = (z1,22,...,Zm) € X*, define Domain(S) := {x | * € S}. Define the restriction of S
to B denoted by S | B as the subsequence of elements x; € S such that z; € B.

3 Analysis of Realizable PU Learning —-SCAR setup

In this section, we study PU learning under the realizability assumption in the SCAR setup. It is
already known that every concept class with finite VC dimension is PU learnable in this setting Citi
ef-all (2Z00Z). We begin by establishing lower bounds on the sample complexity. In particular, we
provide a lower bound on the sample complexity of positive examples that nearly matches the upper
bound established by Cinef-all (2007).

Theorem 1. Let C be a concept class with VC dimension d > 2 over the domain X. There exists
a M > 1 such that for any number of positive samples upper bounded by b < M (M) and

Sor every number of unlabeled samples a € N, (g,9) € (0,1) x (0,1), and PU learner A there is a
distribution D realized by C over X x {0, 1} such that Prsp,\/Di,SUN/DfY [eer (A(SF, 8V > {—:] >
J.



Next, we provide a lower bound for the sample complexity of unlabeled samples with respect to a
combinatorial parameter we call claw number. Claw number is formally defined in the following.
As mentioned in Remark D, claw number is always smaller than VC dimension.

Definition 2. Let C be a concept class over domain X. We define claw number of C to be the largest
b € N such that for every m > b, there exists a B C X with |B| = m such that {O C B | |O] =
m —h} C C | B. If no such Y exists, we say the claw number of C is 0.

Remark 2. Claw number of a class is always less than or equal to VC dimension. This is because
for every B C X with |B| > 2b we have VCD({O C B | |O| = |B| — b}) > bh.

Theorem 3. Let C be a concept class with claw number §) > 1. There exists a M > 1 such that

b+1n(1/§))
€

for any number of unlabeled samples upper bounded by a < M ( and any number of

positive samples b € N, (g,6) € (0,1) x (0,1), and PU learner A there is a distribution D realized
by C over X x {0, 1} such that Prgr. pt svapy, [errp (A(ST,SY) > €] > 6.

Note that LCee ef all (2025) showed that no concept class C with VCD(C,) = oo (where Cn is defined
below) is realizably PU learnable in the SCAR setup without access to unlabeled examples. Note
that VCD(Cr) is also studied as the slicing dimension in Kivinen (T993) and as the 1-centered star
number in Hanneke (2074). The following proposition shows that Theorem B extends the results
of Lee_ef all (2029) by demonstrating that not only do positive examples alone not suffice when
VCD(Cn) = oo, but there also exists a concrete lower bound on the number of required unlabeled
examples.

Proposition 4. For a concept class C, let Cry := {(.c 4 ¢ | finite A C C}. Then VCD(Cr) = oo if
and only if the claw number of C is at least 1.

We then restate the Theorem 1 of Lin—ef-all (2002) in Corollary B, providing an alternative proof
based on the notion of e-nets, which we formally define below. Our proof also leads to new results
for the SAR and PCS setups, presented in Section B.

Definition 3 (¢—net). Let X be some domain, B C 2% a collection of subsets of X and Qx a
distribution over X. An c-net for VW with respect to Qy is a subset N C X that intersects every
member of B that has Q x-weight at least €.

Let us also elaborate on the learning algorithm Cin“ef"all (200027 introduced, appearing in (0). Note
that () simply selects the concept with the fewest number of 1s over SY among all concepts con-
sistent with ST . In this sense, it can be seen as a counterpart to empirical risk minimization in the
PU learning setting. We therefore refer to any concept returned by (I) as a positive empirical risk
minimizer (PERM).

argmincEC,Domain(SP)gc |C | SU’ ey

Lemma 5. Let C be a realizable concept class with VC dimension d over domain X. Let S be a
sample i.i.d. drawn from Dx and T € X* be an e—net for CAC on D such that Domain(T) C

c¢*. Denote PV = argmin.cc pomain(ryce |¢ | S| Then there exists a M > 1 such that if

|S| > M (M), then with probability 1 — 26 we have errp(cPV) < 14e.

S

Corollary 6. [Theorem 1 of Liu_ef all (R002)] Let C be a concept class with VC dimension d over
the domain X. Let W be a set of duos (D, D) such that D is realized by C. Then C is PU learnable

over W with sample complexity mb’* (e, §), mgnabel (e, §) = O (—d ln(l/a):ln(l/é) )

VCD(CAC) In(1/e)+In(1/6)
€

Proof. For a fixed constant M, as long as b > M ( we have that S¥

with probability 1 — 0 is an e—net for CAC on D (e.g., see Haussler and Welzl (T987)). Since
VCD(CAC) < 2VCD(C) + 1 (it can be shown similar to the manner claim 1 of Ren-David_and
Cifman (T99R) was proved), combining this with Lemma B completes the proof. O



4 Analysis of Realizable PU Learning —-Beyond SCAR

In this section, we study PU learning under the realizability assumption when positive examples
are sampled from a distribution P which can differ from D,. Throughout this section we consider
distributions D with deterministic labels, i.e., D(y = 1 | x) is always zero or one for every z € X,
and we define [(x) := D(y = 1 | x) to be the labeling function. We study two classes of distributions
for sampling positive examples P:

(i) Selected at random (SAR): For any distribution e over X, define D.(A) = [ D, (A)de, and P
belongs to
KH" := {D,. | any distribution e over X'} .

(ii) Positive covariate shift (PCS): P belongs to
KE? :={P|P(A) =0if D;(A) = 0and D(A) > 0, A is measurable set}

Note that the condition P € 59" is equivalent to having P(A) = 0 when D4 (A) = 0 for any mea-
surable set A, i.e., support of P being a subset of the support of D.. Thus, L% is a generalization
of the previous case.

We begin by analyzing the simpler case where P € K", and then extend our results to the more
general setting CZ”. Even when P belongs to K%', additional assumptions on P are required
for the PU learning problem to be well-posed. For example, consider the case where P is a single
point mass on a positively labeled instance. In this scenario, the PU learner would only observe one
labeled example, rendering the learning task trivial and unsolvable. To avoid such cases, we impose
a common assumption when dealing with distribution shift: a bounded weight ratio between P and
D, . The weight ratio is formally defined as follows.

Definition 4 (weight ratio). Let B C 2X be a collection of subsets of the domain X measurable
with respect to both Qx 1 and Qx 2. We define the weight ratio of the source distribution and the
target distribution with respect to B as

, Qx1(4)
= f = i
Rp (Qx,1,Q9ux,2) Aég(;c) Qx2(A)
Qx,2(A)#0

We denote the weight ratio with respect to the collection of all sets that are Q1 and Qo-measurable

by R (91, Q2).

Our sample complexity upper bound for the case where P € " is the direct implication of
Lemma [ proven by Ben-David and Urnet (2017), which we state below

Lemma 7 (Lemma 3 of Ren-David and Urnet (20172)). Let X be some domain, B C 2% a collection
of subsets of X, and Qx 1 and Qx » distributions over X with R :== R (Qx 1, Qx2) > 0. Then
every Re-net for B with respect to Qx 1 is an e-net for Bw.rt. Qx ».

Theorem 8. Ler C be a concept class over domain X with VC dimension d and r € (0, 1). Let W be
a set of duos (P, D) such that D is realized by C, P € K3, and Reac (P, D+) > r. Then PERM

algorithm (W) PU learns C over W with sample complexity mg™'e¢! (¢, §) = O <w)
and mP>*(e,6) = O (w)

Te

Next we derive a nearly tight lower bound for the sample complexity of positive examples when
Pe g and R(P,Dy) > r.

Theorem 9. Let C be a concept class over domain X with VC dimension d > 2 andr € (0, 1). There

exists a M > 1 such that for any number of positive samples upper bounded by b < M (%&1/5))

and any number of unlabeled samples a € N, €,6 € (0,1) x (0,1), and PU learner A, there is a
distribution D realized by C over X x {0, 1} and a distribution P € K357 such that R (P,Dy) > r
and Pl‘sPN'pb7sUN'Dg€ [GIT'D(A(SP, SU) 2 5} > 0.

The proof of Theorem B closely follows that of Theorem [ (see appendix). Now, we can shift our
focus to P € K%¥. In Theorem [, inspired by Ben-David and [Trner (20172) we show that for
P € K%Y no weight ratio assumption is sufficient for PU learnability, unless the total number



of positive and unlabeled samples depends on the size of the domain. Therefore, similar to Ben
David_and Urner (2017) in the cases where P € K&V, in addition to a weight ratio assumption,
we assume that the labeling function [ is a y—margin classifier w.r.t. D, and D is realizable by C
with margin . These notions are formally defined in the following. Moreover, we also assume that
D[{(x,1) : x € X'}] has a constant lower bound (note that we are not assuming D[{(z,1) : z € X'}]
is known).

Definition 5 (realizable with y—margin). Let X C R* D be a distribution over X x {0,1} and
c¢: X — {0,1} a classifier. For all x € X, denote B.,(x) as the norm-2 ball with radius -y
centered on x. We say that c is a y-margin classifier with respect to Dy if for all x € X whenever
Dyx (By(x)) > 0then c(y) = c(z) holds for all y, z € B(x). We say that a class C realizes D with
margin -y if the optimal (zero-error) classifier c* is a y-margin classifier.

Note that a function ¢ being a y-margin classifier with respect to Dy is equivalent to c satisfying the
Lipschitz property with Lipschitz constant 1/2~ on the support of Dx.

Theorem 10. Consider any finite domain X. There exists a concept class Coy 1 with VCD(Co 1) = 1,
such that for every PU learner A, and e and 6 with2e+6 < 1/2, b, a € N such that the total number

2(1—2(2¢+4)) | X|
3

of positive and unlabeled data is upper bounded by b+ a < — 2, there exists a dis-

tribution D over X x {0, 1} with deterministic labels which is realized by Co 1 and P € KX" where
R(P,Dy) =1/2, D{(x,1) : € X}] > 1/2 and Prgr pv svpa [errp(A(ST, V) > €] > 6.

The following theorem is inspired by Theorem 2 of Ben-David and UTrned (Z0017), which establishes
a lower bound on sample size for infinite domains under the additional assumptions that the labeling
function is A-Lipschitz and that D[{(z,1) : z € X'}] > 1. As shown, even with these additional
assumptions, the total number of samples must be at least exponential in the Lipschitz constant. This
can be viewed as the additional cost incurred when P € K%".

Theorem 11. Let X = [0, 1]*. There exists a concept class Co 1 with VCD(Co 1) = 1, such that

Sor every PU learner A, and € and 0 with 2 + 6 < 1/2, b,a € N such that the total number of

2(14 M) * (1—2(264+6))
3

positive and unlabeled data is upper bounded by b + a < \/ — 2, there exists a

distribution D over X x {0, 1} with deterministic labels which is realized by Cy 1 and P € K¥"
where C(P,Dy) = 1/2, D[{(z,1) : € X}] > 1/2 and 1 is a A-Lipschitz labeling function and
Prge.pe svpe [errp(.A(SP,SU) > 5] > 4.

Next, we present Algorithm [, designed for the case where P € K. The algorithm is inspired by
the domain adaptation method introduced in Ben-David_and Urned (Z0T7). In the standard domain
adaptation setting, the goal is to minimize the error with respect to a target distribution Qr, given
labeled samples from a source distribution Qg and unlabeled samples from Q.

Algorithm [ adapts this approach to the PU learning setting, with Qg = P and Qr = D, (with
labels being 1). However, unlike domain adaptation, PU learning lacks access to unlabeled samples
from D, ; instead, it only has access to unlabeled samples from Dy . To account for this difference,
two key modifications are made to the algorithm from Ben-David_and Urnet (Z012): (i) Instead of
using a sample 7" from D, Algorithm O uses the unlabeled sample SY drawn from Dy; (ii) The
algorithm outputs a PERM rather than an ERM.

Notice that in Theorem [, we require the number of unlabeled samples to be exponential with
respect to 1/ (as it was required for the total number of samples to be exponential with respect to
the Lipschitz constant in our lower bound appearing in Theorem [). However, in many learning
scenarios, unlabeled data is abundantly available while labeled data is difficult to obtain, which
makes this algorithm more practically appealing.

Theorem 12. Let X = [0,1]*,v > 0 a margin parameter, w,r > 0 and C be a realizable concept
class with VC dimension d < co. Let W to be the set of duos (P, D) such that:

* P € K¥?, D is realizable by C with margin -y and has deterministic labels, and D(y =
1>

* The labeling function l is a v-margin classifier with respect to D .

e Rz (P,Dy) > r for the class T = (CAC) M B, where B is a partition of [0, 1]* into boxes
of sidelength ~ /\/k.
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Algorithm 1: Algorithm for PU learning in the positive covariate shift setup

Input: S* i.i.d. sampled from P with label 1 and an unlabeled i.i.d. sample SU from Dy and a
margin parameter .
Partition the domain [0, 1]* into a collection B of boxes (axis-aligned rectangles) with
sidelength (v/VE) ;
Obtain sample S’ by removing every point in S*, which is sitting in a box that is not hit by SV ;
return argmingcc pomain(syce |¢ | SY|

Then Algorithm Il PU learns C over VW with sample complexity

P (e.8) = O (dlnu/(rg(i);)g; ln(1/5)> |

(VE/7)kIn ((\/E/v)k/é) | dIn(1/2) +1n(1/5)

TE &

mgnlabel<576) -0

S Analysis of the Agnostic PU Learning

In this section we analyze agnostic PU learning. It is already known that with the knowledge of class
prior «, every class with finite VC dimension is PU learnable DuPlessis’ef all (2019) in the SCAR
setup. In Section B we derive a nearly matching lower bound on both the sample complexity of
unlabeled examples and positive examples to [Du_Plessis ef all (Z013) upper bounds. Then, we show
that for a concept class C with more than two concepts, without the knowledge of «, no PU learner—

. . 1— . . .
without access to a—can achieve an error less than % times the approximation error even
7

in the SCAR setup (which makes the PU learning task impossible). Furthermore, in Section B2,
we complement this result by showing that for every concept class, there exists an algorithm whose

error is arbitrarily close to % times the approximation error in the SCAR setup. Finally,

we derive generalization bounds for settings where S*" is drawn from an arbitrary distribution P.

5.1 Lower Bounds —SCAR setup

The following theorem provides an almost tight lower bound on the sample complexity of both
positive and unlabeled examples, assuming the learner knows that o = % We prove this theorem by
reducing it to a problem called the generalized weighted die problem, which is a problem inspired
by Ben-David and Ben-David (Z2011). Detailed Proof of the theorem is deferred to the appendix.

Theorem 13. Let C be a concept class with VCD(C) = d where d > 4. Consider W to be the
set of duos (D, D) with Dl{(x,1) : « € X} = 0.5. Then C is PU learnable over W with

sample complexity m&™ bl (e, §),m%? (e,8) = Q (%W) and mgmavel (g, §), mb* (g,8) =

0 (dlnu/gijmu/a))

Next, we present a lower bound on the generalization of PU learners for the cases where « is un-
known.

Theorem 14. Let C be a concept class over X containing at least two distinct concepts. Then,
for every n € (0,1), any number of positive samples b € N, any number of unlabeled samples
a € N, and PU learner A, there exists a distribution D over X x {0,1} with o € {n,1 —n}, where
a:=D[{(z,1): x € X'}, such that

max(a, 1 — @)

P §P gUy) > 2R G 2 7W 1
SPNDi,gUND; errp (A(S",8Y)) > min(a, 1 — a) I?eléle””(@

Proof. Let x be any instance such that two concepts in C disagree on its label. Define distribution
Dy over X x {0, 1} to assign probability n on (z,1) and 1 — 7 over (x,0), and Dy := 1 — Dy. Then



for any z € {0, 1} we have min.cc errp_ (¢) = min(n,1 —n) and D, . = Dy . = Ly,y. Thus, for
any b,a € Nand ¥ ~ Db SU ~ DY, _ there exists a z € {0, 1} such that errp_ (A(ST,5Y)) =
max(7, 1 — n). This completes the proof. O
Remark 15. Our poof also demonstrates that, even when the approximation error is known, al-
most no concept class is PU learnable. This finding is particularly noteworthy because agnostic

PU learning with known approximation error can be viewed as a relaxation of the realizable PU
learning setting.

5.2 Upper bounds

We start by proposing an algorithm for agnostic PU learning that, for a given v > 0, outputs a
concept which minimizes the Lagrangian PU empirical loss eir” : C — R=°, defined as

() o= (L7 171 el ST )
187 P
. L sv . . ..
Note that the PERM algorithm minimizes ‘Tgu‘ | while assuming that the empirical error of ¢ (for
[S7]—elS"]

realizable concept classes) is zero on S¥. Since K is the empirical error on ST, this
algorithm can also be viewed as a Lagrangian function for the PERM algorithm. Also, notice that
when 7 = 2q, efr” will be equivalent to the surrogate loss introduced in DiPlessis ef all (Z0135)
when the loss function is the zero-one loss. We begin by analyzing the SCAR setup.

Theorem 16. Let C be any concept class over domain X with VC dimension d, and let P = D,.
Given any vy > «, denote ¢’V = argmin .. etr” (c). There exists M > 1 such that for all c € C, if

IS, 1SY] > W, then with probability 1 — 43 we have

) (errp(c) +2(1 + v)e)

Remark 17. Let’s also suppose as a prior knowledge we have access to & ~ o where 2& > «.
Then one can incorporate the prior knowledge by setting v = 2&. In particular, if o was known with
v = 2a, we would have errp(c'V) < errp(c) + 6¢. This is consistent with D Plessis et all (2013)
results for cases where the class prior is known.

— (0%

errp(¢PY) < max (’Y ,
a Ty—«

The following corollary is a direct consequence of applying Theorem A with v = 1.

Corollary 18. For any concept class C with VC dimension d, there exists a PU learner A and
a constant M > 1 such that for every o,e,6 € (0,1) and for all b,a > W, and for
any distribution D over X x {0,1} with D[{(z,1) : © € X}] = «, the following holds: for any
sample ST of size b drawn i.i.d. from D, and any sample SU of size a drawn i.i.d. from Dy, with
probability at least 1 — 9,

P U max(a, 1 — ) .
errp (A(S",5Y)) < (1= ) <131€1é1errp(c) + 45) :

Finally, we examine the most general PU learning setting. We derive generalization bounds that
hold for arbitrary concept classes and any distribution P by combining Theorem [ with Ben-David
ef-all (2010) results. These bounds involve the CAC distance, which we formally define below.

Definition 6. Kifer ef all (P004) Given a domain X and a collection B of subsets of X, let

Qx 1, Qx 2 be probability distributions over X, such that every set in B is measurable with respect
to both distributions. The B-distance between such distributions is defined as

dg (Qx1,Qx,2) =2 sup
BeB

Pr [B] — Pr [B]
Ox,1 Qx,2

Theorem 19. Let C be any concept class over domain X with VC dimension d, and let P be any
arbitrary distribution. Given any v > «, denote ¢’Y = argmin .. eir”(c). There exists M > 1

such that for all c € C, if |ST|,|SY| > W, then with probability 1 — 48 we have
) (errp(c) +2(1 +v)e + 2y (\F + deac(P, D))

Where AP := min.cc (err)(c) + errp(c, 1)) and errp(c, 1) := Pryp(c(z) # 1).

-« (0%

errp(c’Y) < max <Py ,
a Ty—«



6 Conclusion

In conclusion, this work studies the sample complexity of PU learning in both realizable and ag-
nostic settings, covering the SCAR setup as well as more general scenarios. We provide theoretical
guarantees on finite sample complexity. Our results extend the existing literature by relaxing several
restrictive assumptions that were made in previous publications, and by proving lower bounds on
required sample sizes.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We provide formal statements and proofs of all contributions claimed in the
abstract and introduction.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
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Answer: [Yes]
Justification: The limitations of our work are discussed in the introduction.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to ad-
dress problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Each formal statement begins with stating the premises under which it is
claimed. Proofs not given in full in the main body are included in the appendix.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

» All assumptions should be clearly stated or referenced in the statement of any theo-
rems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]

Justification: This is a purely theoretical paper, without experiments.
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Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all sub-
missions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear
how to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification: This is a purely theoretical paper, without experiments.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not
be possible, so No is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: This is a purely theoretical paper, without experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of
detail that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer: [NA]
Justification: This is a purely theoretical paper, without experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* Itis OK to report 1-sigma error bars, but one should state it. The authors should prefer-
ably report a 2-sigma error bar than state that they have a 96% Cl, if the hypothesis of
Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: This is a purely theoretical paper, without experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.
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* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

» The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: This is a purely theoretical paper, without any anticipated harm or societal
impact of any kind.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: We do not anticipate any broader societal impact.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
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Justification: Our research does not involve data or predictive/generative models, and does
not pose any risks of the mentioned kind.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New assets

Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
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Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

* Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

* Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: LLMs were not used as any non-standard, important, or original component
of this research.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLN)
for what should or should not be described.

A Useful Theorems

Lemma 20. Let Z be a random variable such that Z € [0,7] and Pr[Z > ¢] < §. Then E[Z] <
¥d +e(1 = 9).
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Lemma 21 (Multiplicative Chernoff bounds Motwani and Raghavan (1996)). Let X1, ..., X, be
independent random variables drawn according to some distribution D with mean p and support

included in [0, 1). Then, for any v € [O, % - 1}, the following inequality holds forp = =37 | X;:

_ mpy?

Pp>(1+7y)pl<e s

mP’Y2

Pp<(1—9)p] <e =2

Theorem 22 (Hoeffding Inequality Hoeffding (1994)). Let X;,...,X,, be independent random
variables such that a; < X; < b; almost surely. Consider the sum of variables,

STL:X1+”'+XTL

Then Hoeffding’s theorem states that, for all t > 0,

2t2
Pr (1S, —E[S,]| > ) < 2exp |~
' iy (b - ai)?
Theorem 23 (Chebyshev’s inequality Fellet (199T)). Let X be a random variable with bounded
non-zero variance. Then for any k > 0,
Var[X]
Pr(|X —E[X]| 2 }) <

Lemma 24 (Slud’s inequality Stud (I9717)). For S ~ Bin(m, p) where p < % and b is an integer
withmp < b < m(1 — p) then

P[S>b>P|Z>

b—mp

mp(1 —p)
where Z ~ N(0,1) is a normally distributed random variable with mean of 0 and standard deviation
of 1.

Lemma 25 (Normal tail bound [Tafe (T953)). For standard Gaussian random variable Z ~ N (0, 1)
and x > 0 we have

PlZ > x| >

(- Vi)

| —

B Missing Proofs from Section 3

Theorem 1. Let C be a concept class with VC dimension d > 2 over the domain X. There exists
a M > 1 such that for any number of positive samples upper bounded by b < M (M) and

for every number of unlabeled samples o € N, (g,6) € (0,1) x (0,1), and PU learner A there is a
distribution D realized by C over X x {0, 1} such that PrspNDi,SUND?Y [errp (A(SP,SY) > 5] >
J.

Proof. Proof of mb** (e, 6) = Q(£). We prove that for d > 9 we have mb™ (e, 5055) > s Let

B = {x1,...,x4} be a set of size d shattered by C, and ¢ = min (%, 0.0005) and p = 2000e.

Denote B := B\ {x4}, and for any O C B define Dp over X x {0, 1} be

l—p z=24andy=1
L. re€O,andy=1
D = { 4t ’ 3
o({(z.y)}) ﬁ 2¢0, andy =0 S
0 0.W.
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Define W, " " := {(Do, D+,0) | O C B}. Note that for proving the claim it is enough to show
that for every PU learner A, there exists a O* C B such that
1

Pr lerrp,,. (A(ST,S8Y)) >¢] > ——

SPADY . ,SU~DY, 4, 500

Note that, for all O, 0’ C B we have Dx,0 = Dx,or. Therefore, for this set of distributions, the
unlabeled sample does not help the learner, and it doesn’t affect the proof. Thus, for the sake of
simplicity, we shorten A(ST, SY) to A(ST). Also, without loss of generality, we can assume that
A always predicts 1 on instance x4.

From this point on for any sample S with Domain(S) = B, denote S := S\ {x4}. Next, define
event E to be the event that O] > 92 and |SP| < 9L, Since maximum is no less than the average,
we have

IOHSEESPND:O lerrp,, (.A(SP))]
> EONUQB,SPNDi)O [errp,, (A(SP))] 4)
> EONUEB,SP,\/DZ;’O [errpo (.A(SP)) \ E] Pr [E]

O~U, 5,57 ~DY

We first derive a lower bound for Pro. ¢y SPADE [E]. First, note that since O ~ U, we have
257 B
|O| ~ Bin(d — 1, ). Thus, using the Multiplicative Chernoff bound, as long as d > 9

d—1 d—1
_ > (1= _e=- .
Prowu,, {|O| < 1 } > <1 exp( 16 )) > 0.3 5)

Next fix any O C B with |O| > 221, For every i such that z; € O, and j € [b] let the random
variable Y; ; be 1 if the jth sample drawn from D o is x; and O otherwise. Note that Y; ; is simply

a Bernoulli with parameter at least -2. Then, |S?| = Y iz €O Z?:l Y; ;. Therefore, using the

d—1°
Multiplicative Chernoff bound (Lemma ZTl) for any v € [O, (75‘1) - 1] we have

- _bo72 0| bpy?
Pr [|SP]> (1+9)bp] <e” 30D <em
S~DE
Set v = 1. Note that p < %. Thus
_ d—1 _
Pr [SP > } < e T <0.96 6)
SND?F,O 8

Combining (8) and (B) we derive that Prp SPADY [E] > 0.012.
25> 5

Next we try to derive a lower bound for Eo_i; , srpt |, [errp, (A(ST)) | E]. Note that for a
287 ,

given ST, due to symmetry for all O, 0’ C B such that Domain(SF) C 0,0’ and |O| = |O'| we
have
Pr [S=5"]= Pr [S=25"]

b b
S5~DY S~DE

Moreover, it is clear that for O, 0’ C B such that Domain(S*) € 0,0’ and |O| > |0’| we also
have

Pr [S=57]< Pr [S=257]
S~Db S~DY o,
Next fix any S¥ with [SP| < <=L, Since given fix S¥, smaller O are more likely, due to symmetry
we can conclude that given event E, for every x € B\ S¥ the probability of = € O is at most %

d—1

Moreover, note that for all |O| > - we have

0\SP 1
B\SP|~d—1 8§
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Thus, again due to symmetry, given event E for every z € B\ S¥ the probability of 2 € O is at
least %. Thus, no matter what is A we have
B P
S IBASTlp T
~ 8d-1) — 64
Combining this with (@), we conclude that there exists a O* C B

7x0.012
ESPN’Diao* [errpo* (.A(SP))} > *T

Note that since A always predicts the label of 24 to be 1, its error is always less than p. Therefore,
using Lemma 0 we derive

EO~U23,SP~D3_)O [erfDo (A(SP)) | E]

p > 0.001p

0.001p — ¢
P C(ASE)) > e > — =
SPNDI'ENO*[GITDO ( ( )) = 5] (p — 6)
o g
2000 — ¢
S 1
2000

Proof of m&”(g,6) > Q (M> Next, we prove that for every a € N, e < 1,6 € (0,1),

€

n( 55 . U .
b= (225) and PU learner A there is a distribution D realized by C over X x {0, 1} such that

P QU
SP’”Di#g’U"’Df\» [eer (A(S 7S )) Z 5] > 0.

Let B = {z1,22} C X be any set shattered by C. For z € {0,1} and (z,y) € X x {0,1} define
D, over X x {0,1} as

€ r=z1andy =z
D.({(z,y)}) =<1—¢e z=a29andy=1
0 0.W.

Note that both D, and D; are realized by C. First we try to derive a lower bound for the probability
that the sample S” ~ DY | doesn’t contain 1. Note that, it is easy to see that the function f(a) =
w always has a positive derivative for all @ < 1. Therefore, for all € < % we have

M <2In(2) < 2
9

Thus,
—In(l—e
Pr [z ¢ ST =(1—e)l =e 00

—2eb
>e = 2.
by ™

Thus since Prgr pt, Jrr ¢ SP] = 1. We derive

min Pr errp. (A(ST,8Y)) > ¢
ZG{O,I} SPN’Di,z’SUNDasz [ Dz( ( )) — ]

@

Y

min , Pr
z€{0,1} SP~DY ,SU~DY, |

20y oo By 57 = ) By MG 870w £.4

> 26 min Pr [A({:ﬂg}b,SU)(:rl) # 2]

2€{0,1} SU~DS, _

[A(ST, SY) (1) # 2]

®)

@Q(Smin< Pr [A({z2}", 8") (@) = 0] . 1~ Pr [AHM}”’SU)(”“):O]>

SUNDgc‘O S’UND%YO
> 5

Where (i) is due to the fact that whenever the learner makes a mistake at x; the error will be at least
€, and (ii) is due to the fact that Dy g = Dx 1. O
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Theorem 3. Let C be a concept class with claw number ) > 1. There exists a M > 1 such that
for any number of unlabeled samples upper bounded by a < M <M) and any number of

positive samples b € N, (g,8) € (0,1) x (0,1), and PU learner A there is a distribution D realized
by C over X x {0, 1} such that Prgr pt suapy, [errp (A(ST,SY) > €] > 6.

Proof. Proof of mgmabel (e, §) = Q (g) First we prove that for every b, a € N, and PU learner A
there is a distribution D realized by C over X' x {0, 1} such that

7 Th 1
p ST SUY)) > .
SPADY SU~DY, [eer (A5, 5%)) > min {2400’ 4800a” ~ 1000

Let € := min [TZ)O’ 4870%a}, p = 129 and m := max (2(b +a),bb, %) + b. Let B be any set

such that {O C B | |O| = m —h} CC. Forany O C B with |O| = h and any (z,y) € X x {0,1}
we define the distribution Do over X' x {0, 1} as

p/b ifzreO,andy =0
Do({(,y)}) = { (1 - p)/(m —b) ifzcB\O,andy =1 ©
0 0.W.

Note that all such Dy are realized by C. We prove our claim holds for one of Dy, where O € V.
Next, suppose a learner predicts more than b + w instances of B to be negative. Then, since

exactly b instances of B are negative in every dlstrlbutlon the learner will predict more than (7” b)”

positive instances of B to be negative. Therefore, regardless of the distribution, its error will be more
than p, which is greater than the error of always predicting positive. Thus, without loss of generality,

we can assume that the learner always predicts fewer than b + % negative labels. In the worst
case, all of the negative predictions are over positive instances, in which case the error will be less

than ( ) ( )
P m—b)p\ 1-p m—bp l1-p _
bfﬁ(“ (1—p)>m—b§p”<1—p) m—p

where the inequality is due to m > % + b. In conclusion, without loss of generality, we can assume
that any learner always incurs an error less than 3p.

Define V.= {O C B | |O] = b}. Note that |V| = ( 7{7)1 ) Since maximum is no less than the
average, we derive

maxEgqr po
oev 5" ~Pio

Z ESPNDE}F O’SUND?\(,O |:eI'I"DO (.A(SP, SU))]
oev

SU~DS, [errp,, (A(ST,SY))]

>

=3

m — h)b OV sPe(B\O)®

) Z Z ESUND‘L;(,O [eerO (A(SP7SU))]

(10)

3 =3

G
(
(

)
i Y Y Esvang, [, (A(S7,57))]
) e

> Z Z ESUND;O [errpo (.A(SP,SU))]
3( ™M~ ) mb O€V SPe(B\0O)b

b
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Where the last line is due to the fact that since m > §(b) + b, we have

(mh_b>> m—b—h\"_(H-1)"_1
Y (5

Next, for any S € B define W(ST) := {O C B\ S¥ | |O| = b}, and notice that since

9]

|B\ ST| > m — b we have [W(ST)| > ( m[; b > Therefore, using the fact that the average is

no less than the minimum, we derive

—Z Y. Esvany, [errp, (A(S”,5Y))]
3( b > )

mb O€V SPc(B\O)?

:H > D Esveps, [errp, (A(S7,5Y))] (11)
b

3 mb SPeBb OeW (SP)
1
> 3 Sgnn ]EONUW(SP) [ESUND%(’O [eerO (A(SP’SU))H

We fix any ST € OP. Furthermore, define event E to be the event that |S v | O| < % The

idea similar to Theorem [ is that, since E has a significant probability, we can lower bound

Eo~u [ESUND%)O lerrp,, (A(ST, SU))H by conditioning it on event E as

w(sP)

Eo~u |:]ESU~D(LXYO [errp, (A(SP,SU))]]

w(sP)

(12)
> Eo~u Esvpg [errp,, (A(ST,SY)) |E] Pr [E]

(o8 a
SY~Dy ,O

w(sP)

Next, we try to lower bound EONUW(sP) |:]ESUNDGX o [eero (.A(SP7 SU)) | E” Fixany O € V,

notice that Dy o (z) = Dy o(x’) is the same for every =, 2" € O. Moreover, Dy o(z) = Dy o(z')

for every x,2' € B\ O. Therefore, for every SU € B¢, and every O,0’ € W (ST) such that
SYU 1O =58Y |0, wehave

Pr [S=SY|E= Pr [S=SY]|E].
SN’Dg(O, ND?{,O

Therefore, by fixing SU € B and any S’ with |S’| < h/2 which represents SU | O, we can define
PSU,S’ = PI‘SND?\}’O[S = SU | E}

This fact gives away the idea of grouping all the O € W (ST) that have the same SV | O for a fix
SY € B®. Formally, we have

Eo~u [ESUND‘;(,O [errp,, (A(ST,8Y)) | E]]

w(sP)

B m Z Z Pr [S=SY| Elerrp, (A(S",SY))

S~D% 4
OEW (SP) SUeBa

WERy 2 2. 2. gBr 15=5"1Elemn, (AST.SY) a3

SUEB“ S'eB* OEW(SP
[S'1<b/2 sUjo=8"

Z Z Pgu g Z errp,, (A(S”,SY))

SUGB“ S'eB* oew (st)
|S'|<b/2 SU|0=s5’
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Next, fixing any SY € BY and any S’ with |S’| < b/2. Note that since the error is always no less
than the error restricted over B \ (ST U SY), we derive

Z errp,, (.A(SP,SU))

oew (st)

svlo=s’

S (£144(57.5)(0) = L € 0} + T2 1( A", 5%)(2) = 0.2 £ 0}
oew (s?) meB\(SPUSU) "
sVijo=s’

- ¥ (QW‘ 5P75U)(x)=1,a:e()}+1__%1{A(5P7SU)($)=0,$¢0}>
ze€B\(SPUSY) oew (sT) "

sY|jo=s’

O\ s
T (QMIWSPa §V)(x) = 1}
z€B\(SPUSY) 0ew (s7)
sY|o=s"
—p |B\(S"USYUO)| -
T 1B\ P UST) HAGT @) = 0}>

_|_

Where the last line is due to symmetry of W (S¥"). Next note that since |S'| < g we have (251 >
Moreover, since m > 2(b + a) + b, we have

|IB\ (ST usSYuo)| >mfb—a7b

>

1
m—b m—bh =2

Combining these facts with (I4), we derive
_ oy > (pﬂ{A(SP, SU)(@) = 1} + (1 = p) L{A(SP, 8Y) () = 0}>

2|B P U
z€B\(SFUSY) oew (sT) | \ (S us )|
sYjo=s’

@
= > X5

(15)
zeB\(SPUSY) 0eW (SP)

sYV|o=s"
_ 14
- Z 92

oew (st)
sYV|o=s’

Where (i) is due to the fact that p > % Combining (3) and (I¥) we derive

EO"‘UW(SP) [}ESUND“’ [eerO (A(SP,SU)) | E]:|

e D X Pes X4

SUeB“ S'eB* oew (st)
1Ss"1<b/2 sVjo=s’ (16)
1

U P
S, 2, 2 s ST

Oew (SFP) SUeBa

p p
= Eontiysr, {ESUNDf‘w {5 | EH 2

Next, we attempt to lower bound Prgsv.ps [E]. Similar to the proof of Theoreom I, using Multi-

plicative Chernoff bound (Lemma 1) for any v € [O, % - 1} we derive

Pr  [|SY]0]>(1+7)ap] <e "5

SU~D% o
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7 7h
2400’ 4800a

We set v = 1. Note that since ¢ = min [ }, we get p = min [%, %} . Thus, we get

Pr [|SU | O| > b
SU~DY 2

Therefore, Prgv ps, [E] > 0.07. Combing this fact with (), (W), (I2Z) and (IA) we derive

} <e T < 0.93.

7
P QU
s Esrapy o s~y [err00 (AST,57)] > G50

. 7 .
Thus, there exists a O* € V such that ]EsPNDEr 0r SURDS, o, lerrp,,. (A(S))] > &&5p- Since the

s

error is always less than 3p, and by using Lemma 0 we derive

T,
T errp,., (A(S)) >¢] > 8000~
O ES e
€
3600
e —«¢

7 1

3599 ~ 1000°

SPaDY .,

and this completes the proof.

Proof of mgntabel(c §) = Q (@) Next we prove that for every b € N, e < &, 0 < 1,

n( L
a=" () and PU learner A there is a distribution D realized by C over X x {0, 1} such that

2e
Pr [errp (A(ST,8Y)) > €] > 6.
SP~DE SU~DS,

Let m := 2(b+ a + 1). Note that since claw number is more than 1, there exists a B C X with size
m such that B\ {z} C Cforallz € B. Forany  C B and any (z,y’) € X x {0, 1} we define the
distribution D,, over X x {0, 1} as

€ ifz' =xz,andy =0
D.({(a',y)}) =14 =Fy @’ € B\ {a}andy =1 (17)
0 0.W.

Note that all such D,, are realized by C. It is enough to show that
Pr [eer (.A(SP, SU)) > 8} > 0.

z*~Up,SP~DY |, ,SU~DY .
Fix any * € B. Note that similar to the manner () in the proof of Theorem B was obtained, for all
e < 3 we derive
Pr [{E* ¢ SU] = (1 - €)a > 6_25(1 = 46. (18)

SU~DS, .

Next, consider any positive sample S and unlabeled sample SY such that SU doesn’t contain z*.
Note that the probability of S and SY is the same w.r.t. every D, such that z € B\ (SY U ST).
We consider two cases based on the number of negative labels A(S”, SV) predicts. We prove that
for both cases the error of A(S¥, SV) is more than € with probability at least ;. Therefore, the

probability that error of A(ST, SY) is at least e would be more than
[z ¢ SY]

Pr a
SUNDX,E

*

4

=,
which completes the proof.

Case 1: A(S P S U) has more than 2me + 1 negative labels. Then, at least 2me of them are not z*,
and subsequently, since € < % the error is guaranteed to be at least

2me(1 —¢)

> €.
m—1
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Case 2: A(ST, SY) at most 2me + 1 negative labels. Note that, since m = 2(b + a + 1), we have
|B\ (SY U SP)| > 2 + 1. Therefore, since £ < 3, A(ST, SY) predicts at least m (3 — 2¢) > =
positive labels over B \ (SY U S¥). Therefore, since z* is drawn uniformly, with more than %

chance the label of z* would be predicted positive, which indicates that A(S”, SY) has more than
€ error.

O

Proposition 26. For a concept class C, let Cr := {(.c ¢ | finite A C C}. Then VCD(Cr) = o0
if and only if the claw number of C is at least 1.

Proof. Only if side. Since VCD(C) = oo, for every m € N, there exists a subset B = {x1, ..., Ty }
that is shattered by Cn. Thus, for all ¢ € [m] there should be a cn € Cn such that cn N B = B\{xz;}.
This indicates that B\{z;} C c¢n. Consequently, there should be a ¢ € C such that ¢ C ¢, and
x; ¢ c. Since B\{z;} C ¢, in turn, implies that cN B = B\{z;}. Thus, {O C B | |O| =m—1} C
C | B, and therefore the claw number of C is at least 1.

If side: Since claw number is at least 1, for every m € N there exists a subset B = {1, ..., s 11}
such that for all ¢ € [m + 1] we have B\{x;} € C | B. For every ¢ € [m + 1] define ¢; to be the
concept such that ¢; N B = B\{z;}.

Denote B := B\ {Z;,+1}. Next, consider any A C B we prove that there exists a ¢cn € Cn that
satisfies cn N B = A, and this shows that B is shattered by C~. This implies that for every m € N
we have VCD(Cn) > m, which completes the proof. When A = B define ¢ := ¢p,41, and we
derive cn N B = B. Otherwise, define ¢ := ﬂmie B\A Ci- It is easy to see cn satisfies the desired

property. O

Lemma 27. [Corollary 5 of Liuefall (?002)] Let C be a concept class with VC-dimension d over X.
Let S be an i.i.d. sample of size n from a distribution Dy over X. There exists a constant M > 1,

such that ifn > M (w), then for every c,c* € C with probability 1 — § we have

L 3% ues 1ele) £ (o)}

Pr (c(z) # ¢*(z)) " e
and *
Ses ﬂ{cf) 2@ 3 pyr (e(a) £ (@) + ¢

Lemma 28. Let C be a realizable concept class with VC dimension d over domain X. Let S be a
sample i.i.d. drawn from Dy and T € X* be an e—net for CAC on Dy such that Domain(T) C

c*. Denote ¢V = argmin,cc pomain(ryce |¢ | S| Then there exists a M > 1 such that if

|S| > M (W), then with probability 1 — 26 we have errp(cF'V) < 14e.

Proof. Proof of this theorem was extracted from Theorem 1 of LCiief-all (Z007). First, note that
according to the definition of e—net, for any c such that T" C ¢ we have that

Pr(c(z) =0,y = 1) < errh(c) < e. (19)
Note that since 7' C ¢*, we have |cFV | S| < |¢* | S|. Thus,
PV e | S|+ PV ner | S| < e | S|

Therefore,
‘CPUQCT|S| < |c*|S|—|c*ﬂcPU|S\

R (20)
=|cPUNc* | 9]

From Lemma 7 it can be deduced that there exists a M > 1 such that as long as |S| >

M (M) with probability 1 — § we have

IPT N e | 9]

5] <3Pr(c*(z) =1,cPY(z) =0)) + ¢ 2D
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Similarly as long as |S| > M (M) with probability 1 — ¢ we have

g
PUNC| S
Pr(c*(z) =0,V (z) = 1)) < 3|C|SC||| +
Combining (P0), (Z0) and (2Z2) with probability 1 — 26 we have
Pr(c*(z) = 0,cY(z) = 1) < 9Pr(c*(x) = 0,c"Y(z) = 1) + 4e
(i) (23)
< 13e

Where (i) is due to (I¥) and Pr(c*(z) # y) = 0. Thus combining (I9) and (Z3) and the fact that
Pr(c*(z) # y) = 0 with probability 1 — 2§ we derive
errp (cPV) = Pr(cPY (z) # ¢*(x))
=Pr(c*(z) = 0,c"Y(x) = 1) + Pr(c*(z) = 0,V (z) = 1)
< 14e.
Which completes the proof. O

€ (22)

C Missing Proofs from Section &

Theorem 8. Let C be a concept class over domain X with VC dimension d and r € (0, 1). Let W be
a set of duos (P, D) such that D is realized by C, P € K3, and Reac (P, D+) > r. Then PERM

algorithm (W) PU learns C over W with sample complexity mg™e! (¢, §) = O (M)
and mZCwS(E7 5) =0 (M)

re

Proof. As mentioned in Corollary B, it is well-known that as long as b > M (W) for

a constant M, S* is a re—net for CAC with respect to P with probability 1 — §. Using lemma [
we derive that S* is a e—net for CAC with respect to D with probability 1 — J. Moreover, we
know P(A) = 0 for every measurable A that has D, (A) = 0. This indicates that given any c* with
errp(c*) = 0, almost surely we have S¥ C c*. Plugging these into lemma B completes the proof.

O

Theorem 9. Let C be a concept class over domain X with VC dimension d > 2 andr € (0, 1). There

. .. d+1In(1/6)
exists a M > 1 such that for any number of positive samples upper bounded by b < M (T)

and any number of unlabeled samples a € N, €,6 € (0,1) x (0,1), and PU learner A, there is a
distribution D realized by C over X x {0, 1} and a distribution P € K35" such that R (P, Dy) > r
and PrsPpr7sU,\,Dg€ [GI'I"D(A(SP, SU) > 5} > 0.

Proof. Let p = 320e, B = {x1,...,74} be any set of size d shattered by C, and denote B :=
B\ {zq4}. Consider the set of distributions W,/ ""** = {(Do,Dy,0) : O C B}, as defined
in the proof of Theorem . For each O C B, define a distribution Po such that Po ({(z,y)}) :=
r-Dyo{(z,y)}) forevery z € Band y € {0, 1}, and assign the remaining probability mass of
Po to the point (x4, 1). By construction, we have R(Po, Dy o) > r.
Now define the set of duos W54 := {(Po,Do) | O C B}. By denoting p’ := 320¢r, it is easy to
see that PU learnability over W</ is equivalent with PU learnability over W, """, Consequently,
from the argument in the proof of Theorem [, for d > 9 the number of positive examples required
by any algorithm that PU learns C over 5 must satisfy

0S8 d—1

¢ am) 2 550,

For d > 2 an identical argument also gives
In(1/20)
2re
This completes the proof. O

mg”(e,8) >



Theorem 10. Consider any finite domain X. There exists a concept class Co 1 with VCD(Cp 1) = 1,
such that for every PU learner A, and € and § with2e+§ < 1/2, b, a € N such that the total number

2(1—2(2¢+6))| X
3

of positive and unlabeled data is upper bounded by b+ a < — 2, there exists a dis-

tribution D over X x {0, 1} with deterministic labels which is realized by Co 1 and P € K" where
R(P,Dy) =1/2, D[{(x,1) : x € X}] > 1/2 and Prgr..ps sv.ps, [errp(A(ST, V) > €] > 6.

We obtain our lower bound by reducing the following problem to the PU learning problem:

The Left/Right Problem. We consider the problem of distinguishing two distributions from finite
samples. The Left/Right Problem was introduced in Kelly et al] (Z01):

Input: Three finite samples, L, R and M of points from some domain set X’

Output: Assuming that L is an i.i.d. sample from some distribution P over X, that R is an i.i.d.
sample from some distribution @ over X, and that M is an i.i.d. sample generated by one of these
two probability distributions, was M generated by P or by @ ?

Lower bound for the Left/Right problem: We say that a (randomized) algorithm (4, I, r, m)-solves
the Left/Right problem if, given samples L, R and M of sizes [, r and m respectively, it gives the
correct answer with probability at least 1 — . Lemma 1 of Ben-David and Urned (2017) shows that
for any sample sizes [, r and m and for any v < 1/2, there exists a finite domain X = {1,2,...,n}
and a finite class W' of triples of distributions over X such that no algorithm can (v, 1,7, m)-
solve the Left/Right problem for this class. In this class, both the distribution generating L and the
distribution generating R are uniform over half of the points in A, but their supports are disjoint.
More formally,

W::"i:{(UA,UB7Uc)ZAUB:{l,...,n},AmB:®7|A| = ‘Bl7 andC:AorC:B}7

where, for a finite set Y, Uy denotes the uniform distribution over Y.

Lemma 29 (Lemma 1 of Ben-David and Urnet (Z012)). For any given sample sizes | for L, r for R
and m for M and any 0 < v < 1/2, if k = max{l,r} + m, then for n > (k + 1)*/(1 — 2v) no
algorithm has a probability of success greater than 1 — vy over the class W™

Reducing the Left/Right problem to PU learning: In order to reduce the Left/Right problem to PU
learning, we define a class of PU learning problems that corresponds to the class of duos W4, for
which we have proven a lower bound on the sample sizes needed for solving the Left/Right problem.
Let X’ be some domain of size n. Let Y be the first n/3 elements of X" and Z to be the next 2n/3
elements of it. Let Cy.1 = {co, ¢1} where ¢; = X and ¢g = Z. Clearly VCD(Cy,1) = 1. We define
WEY to be the class of duos (P, D), where D is a distribution with a deterministic label such that
D is uniform either over Y U J or Y U (Z\J) for some uniform subset J of Z of size n/3, and
[ assigns points in Y U J to 1 and points in Z\J to 0, and P is uniform over Y U J. Notice that
P € K%". Note that we always either have R(P,D;) = 1/2 or R(P,Dy) = 1. Moreover, since
the label of Y is always 1, D[{(z, 1) : € X'}] > 1/2. Furthermore, for all (P, D) in WS

. _ 0
Crenclg,l1 errp(c)

for all elements of WS,

Lemma 30. Consider any s,t € N. The Left/Right problem reduces to Domain Adaptation. More
precisely, given a number n, suppose there exists a PU learner A such that for all (P, D) € W5

3n/2’
b > sand a > t satisfies
]Esp,\/pb_rsUNDaX [GITD(A(SP,SU) Z E] S 0.

Then, we can construct an algorithm that (2 + 8, s, s, t + 1)-solves the Left/Right problem on W™,

Proof. Assume we are given samples L = {i1,13,...,ls} and R = {rq,r2,...,rs} of size s and a
sample M of size t+1 for the Left/Right problem coming from a triple (U4, U, U¢) of distributions
in WU, Then consider any set Y of size n/2 distinct from A and B. We create the set IV in the
following manner. Initiate /Y = @. Keep flipping an unbiased coin until ¢ of them are head, and
each time the outcome of the coin was tail sample a z ~ Uy and add it to [ v, Similarly, initiate
I” = @, and keep flipping an unbiased coin until s of them are head, and each time the outcome of
the coin was tail sample a z ~ Uy and add it to I*.
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We construct an input to PU learning problem by setting the unlabeled sample SY = M\{p} u 1Y,
where p is a point from M chosen uniformly at random, and setting the positive sample S* = RUIT .
Observe that |ST| > s and |[SY| > t. These sets can now be considered as an input to the PU
learning problem generated from a sampling positive distribution P = Uy p, and distribution D
such that Dy equal to Uy 4 or to Uy p (depending on whether M was a sample from U 4 or from
Up ) with labeling function being I(z) = 0if v € A and [(z) = 1 if z € Y U B. Observe that
we have R(P, D) = 1/2 or R(P,D4) = 1, and mincec, , errp(c) = 0, and (P, D) € Wiy,
Denote ¢ = A(ST, SY). The algorithm for the Left/Right problem then outputs Uy if ¢(p) = 0 and
Up if ¢(p) = 1. Note that errp (¢) < € with confidence 1 — . Thus, erry,, < 2¢ with confidence

1 — 6. Therefore, the algorithm is correct with probability at least 2¢ + 4.
O

Proof of Theorem . Combining Lemma B0 and Lemma 9 we conclude that there exists no A such
that for all (P, D) € 5n /o Satisfies

EsPpr7SUNDfY [eer(A(SP, SU) > E] <4,

unless b+ a > /(1 — 2(2e + §))n — 2, which completes the proof.

Theorem 11. Let X = [0, 1]*. There exists a concept class Co 1 with VCD(Co 1) = 1, such that
Sor every PU learner A, and € and 0 with 2 + 6 < 1/2, b,a € N such that the total number of

2(14+X\)k (1—2(243))
3

positive and unlabeled data is upper bounded by b + a < \/ — 2, there exists a

distribution D over X x {0, 1} with deterministic labels which is realized by Cy.1 and P € K¥"
where C(P,Dy) = 1/2, D[{(z,1) : € X'}] > 1/2 and | is a \-Lipschitz labeling function and
PI‘SPpr’SUNDg( [errp(.A(SP, SU) > E] > 4.

Proof. Let J C X be the points of a grid in [0, 1]* with distance 1/). Then we have | 7| = (A+1)*.
Then the class W), contains all duos (P, D), where the support of P and D is 7, D has deterministic
labels and is realized by Cy 1 and P € K¥V, C(P,D4+) = 1/2, and D[{(z,1) : z € X}] > 1/2,
with any arbitrary labeling functions [ : 7 — {0, 1}, as every such function is A-Lipschitz. As 7 is
finite, the bound follows from Theorem . O

Theorem 12. Let X = [0,1]*, > 0 a margin parameter, w,r > 0 and C be a realizable concept
class with VC dimension d < oc. Let W to be the set of duos (P, D) such that:

* P € KXY, D is realizable by C with margin -y and has deterministic labels, and D(y =
>

o The labeling function l is a v-margin classifier with respect to D .

* Rz (P,Dy) > r for the class T = (CAC) M B, where B is a partition of [0, 1]* into boxes
of sidelength ~ /\/k.

Then Algorithm I PU learns C over YW with sample complexity

pos (2 §) = O (dln(l/(r(l —¢)e)) +ln(1/6)) |

e r2(1 —e)%e

(VE/) I (VE/7)"/) , dn(1/e) +10(1/9)

TE 3

mgnlabel (E, (5) _

Proof. Let ¢ > 0 and § > 0 be given. We set ¢/ = /28 and &' = §/6 and divide the
space X up into heavy and light boxes from B, by defining a box A € B to be light if
Dy (A) < €/|B| = €' /(Vk/v)" and heavy otherwise. We let X! denote the union of the light
boxes and X" the union of the heavy boxes. Further, we let P, and D, ;, denote the restrictions
of the P and D, to X", i.e. we have Py(A) = P(A)/P (X") and D, ,(A) = Dy (A)/Dy (X")
for all A C X" and Py(A) = Dy p(A) = 0forall A ¢ X" As |B| = (Vk/7)F, we have
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D (X") > 1 —¢ and thus, P (X") > r (1 — &). We will show that

Claim 1. With probability 1 — ¢’ we have SY hits every heavy box (Similar to claim 1 of Theorem
3 of Ben-David and Urned (2Z0172)).

Claim 2. With probability at least 1 — 26’ the intersection of S¥ and X" is an &’-net for CAC with
respect to D 5, (claim 2 of Theorem 3 of Ben-David-and Urnex (2012)).

To see that these imply the claim of the theorem, let S* = S¥ | X" denote the intersection of
the source sample and the union of heavy boxes. By Claim 1, SV hits every heavy box with high
probability, thus S” C S’, where S’ is the intersection of S with boxes that are hit by SU (see the
description of the algorithm A). Therefore, since S is an ’-net for CAC with respect to D, then
so is S’. Hence, with probability at least 1 — 36’ = 1 — §/2 the set S’ is an &’-net for CAC with
respect to D ;. Now note that an &’-net for CAC with respect to D, is an 2¢’-net with respect
to D as every set of D, -weight at least 2¢’ has D, ;, weight at least ¢, by definition of X" and
D_;,_,h.

Next, let ¢* € C denote the y-margin classifier with errp(c*) = 0. We show that S P C ¢*. Note
that every box in B is labeled homogeneously with label 1 or label 0 by the labeling function [ as [
is a y-margin classifier as well. Let s € S be a sample point and A, € B be the box that contains
s. As c* is a y-margin classifier and Dy (A,) > 0 (A, was hit by SU by the definition of S’), A
is labeled homogeneously by ¢* as well and as errp(c*) = 0 this label has to correspond to the
labeling by [. Thus ¢*(s) = I(s) = 1 for all s € S’. This means that S’ C ¢*. According to
Lemma B for some M > 1since S’ C c*anda > M (w) as long as S’ is £/14-net
for CAC w.r.t. D, with probability 1 — §/2 we have errp(c) < e. This completes the proof.

Proof of Claim 1: Let A be a heavy box, thus Dy (A) > &'/|B|, therefore Dy (A) > « - £'/|B].
Then, when drawing an i.i.d. sample SY from D, the probability of not hitting A is at most
(1 — (we’/|B|))". Now the union bound implies that the probability that there is a box in B" that
does not get hit by X is bounded by

B (1 — (- €'/|B])* < |B| (L (z-<'/|B])"
< ‘B‘e—ﬂ‘£/~a/|8|

IBHH(IB\/5) _ 28(vk/7)" In(6(vVE/~)*/6)

Thus, if a >
probability at least 124

Proof of Claim 2: Let S := S¥ | X", Note that, as S¥ is an i.i.d. P sample, we can consider Sh
to be an i.i.d. P;, sample. We have the following bound on the weight ratio between P;, and D j, :

, then SY will hit every heavy box with

TE

Pu(4)

: )
Ry (Py. Dy 1) = nf
z (Ph, D) AeI,DIJr n(A)>0 Dy 5 (A)

B inf P(A) Dy ( ")
A€z, D, 1, (A)>0 D (A) P (&Xh)
Dy (xh) /

_TWZT(I—a)

where the last inequality holds as D (X h) > (1—¢')and P (X h) < 1. Note that every element
in CAC can be partitioned into elements from Z, therefore we obtain the same bound on the weight
ratio for the symmetric differences of C : Reac (D4 py Dyp) > 7 (1 —€').

As we argued in Corollary B, it is well known that there is a constant // > 1 such that, conditioned

on S” having size at least n’ := M (dln(l/(r(la )e'))+n(1/0 )>, with probability at least 1 — ¢” it

r(l1—e’)e’

isar (1 —€) e’-net with respect to P, and thus an &’-net with respect to D j, by Lemma 0.
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Thus, it remains to show that with probability at least 1 — §" we have ’Sh| > n/. As we have
P (X") > r(1—¢'), we can view the sampling of the points of S¥ and checking whether they
hit X" as a Bernoulli variable with mean p = P (X") > r (1 —¢’). Thus, by Hoeffding’s in-
equality (see Theorem Z2) we have that for all ¢ > 0, Pr (u|ST| — |S"| > t|SF]) < 217171,
If we set v’ = r (1 —¢’), assume |ST| > 2773/ and set t = '/2, we obtain Pr (|S"| <n') <

Pr (,u|SP| _ |Sh| > %/|SP|) < e*TmSP‘

’ n r(l1—¢’)e’ n ")) . . r'2|sP
Now [S7| > 22 > 2(d1 (1/(r(21(1_2,)2)2,+1 (1/4)) implies that e~ 7 < §, thus we have shown

that S is an €’-net of CAC with probability at least (1 — §')% > 1 — 26", O

D Missing Proofs from Section 8

Theorem 13. Let C be a concept class with VCD(C) = d where d > 4. Consider W to be the
set of duos (D, Dy) with D[{(z,1) : « € X}] = 0.5. Then C is PU learnable over W with

sample complexity m&™abe! (e, §), mE** (¢,8) = Q (%&1/6)) and mgmabel (g, §), mb> (g,8) =

0 (dln(l/ei;rln(l/d)).

We prove the theorem by reducing it to a problem we refer to as the generalized weighted die
problem. This approach is inspired by Theorem 1 of Ben-David-and Ben-David (Z01T), in which a

learning problem —referred to as learning a classifier when a labeling is known (KLCL)- is reduced
to the weighted die problem.

In the weighted die problem, a die has one face that is slightly biased, and the goal is to identify the
biased face using m rolls. In the generalized weighted die problem, multiple faces of the die may be
slightly biased, and the goal is to identify all of them.

We now formally define the generalized weighted die problem. Before doing so, we introduce some
necessary notation. For any k € N, define the set V}, := 2[FI \ {[k], @}. Next, define two weighting
functions w™~, w* : V;; — [0, 1] as follows: for any O € Vj, with |O] < %, set

w (0):=1 and w"(0):= k: _O||O|,

and for |O] > &, set
_ k—10
w (0) := O|| |

Definition 7 (Generalized Weighted Die Problem). We define the generalized weighted die problem
with parameters k > 2 and ¢ € (0, 1) as follows. For each O € V}, suppose there is a die with k
faces, with probability of each face j € [k] being

1—w™ (O)e .
) ——== je0
PO j) = k
(7) {le(o)s j¢o

and w'(0):=1.

The die O is rolled m times. A learner gets the outcome of these m die rolls, and its target is to
output a h € {0, 1}* which minimizes err(h) := ¢ (ZjEO hjw=(0) + 3 ,¢0(1 — hj)uﬁ(O)).

Theorem 31. Suppose the die O in the generalized weighted die problem with parameters k > 32
and ¢ € (0,1) is drawn uniformly at random from the set V. If the number of rolls is at most
k LﬁJ , then any algorithm for the generalized weighted die problem incurs an error of at least ——

160
with probability greater than ﬁ

Proof. Setm =k Lﬁj Note that it is multiplied by k. With an argument similar to Lemma 5.1 of
Anthony and Bartlet{ (2009) and Theorem 2 of Ben-David and Ben-David (Z01T), it is easy to see
that the perfect learner L predicts j to have positive bias iff the number of samples from j is bigger
than m/k.
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For a sample roll drawn from P75 define cg to be the output of Lg. Define event E' to be the event
that min(|O|, k — |0]) > &

Eo~uy, [Es~pz [err(cs)]]

B (24)
= EONUVk [Es,\,pén [ETT(CS)] I E] O’\]?(}‘Vk [E}
Note that since two set in 2[¥] \ V}, are not in event E it is clear that Pro~u,, [E] = P TO~U i [E].

Moreover, note that when O is chosen uniformly from Uy, |O| can be looked upon as a random
variable drawn from Bin(k,1/2). Therefore, as long as k > 32, using Multiplicative Chernoff
bound (Lemma [Il) we can derive

k 1
> — R, —
ONI?JI;M [E] > (1 Qexp< 16)) > 5 (25)

Then we try to bound Eouy, [Es~ py lerr(cs)] | E]. Forevery i € [k] denote s; to be the number
of i in S. Then fix any O € Vj, such that min(|O|, k — |O]) > £, and any i € O. Note that Ly will

make a wrong prediction for the face 7 iff s; > m/k. Since s; is Bin(p, m) where p = 17%(0)5,
using Slud’s inequality (Lemma 4) we can derive
Pr[s; > m/k]| > P |Z > mew”(0)
vVm(l+e)(k—1+¢)
@®
Oplys _me
m(k —1)
2
>Pl|Z> 277125 ‘| (26)

[\]

(Z) 1 1 _2m52

> exp p
1

> 2 (1 V1 76*1) > 0.1

Where Z ~ N (0, 1) is a normally distributed random variable with mean of 0 and standard deviation
of 1. Moreover, (i) is due to w™ (0) < 1 and € > 0, and (ii) is due to Lemma 3. Thus,

Prls; > m/k
Es~py [err(cs)] > Z %
€0
0.1
>[0]-w(0) - 4=
k 27)
0.1
= min(|O[,k —[0]) - &
1
>
— 40
Combining this with (Z4), (I3), we conclude that Eo~uy, [Es~py [err(cs)]] > %. Using
Lemma D0 since err(cg) is always less than 2, we have
P (cs) > —| > —
r err(c — ==
O~Uv S~PR S7=160| ~ 320
which completes the proof. O

Consider the specific case where k = 2. Then Vo = {{1}, {2}}. In this case, one of the faces always
has probability p = %, and the other has probability p = % Any algorithm with error less than
% must correctly identify which face has the higher probability. In other words, in this special case,
the generalized weighted die problem reduces to Lemma 5.1 of [Anthony and Bartlet{ (2009), stated

below.
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Lemma 32 (Lemma 5.1 of Anthony and Bartlet{ (2009)). Lete < 2, § < 1- Supposey = Uy_q y1}.

Then if m < =5 In ( ) there is no algorithm that can predict y with probablllty more than 1 — §

4e?
using a sample S ~ an(m a) where o = V=,

Corollary 33. Lete < 35,6 < 3 L Suppose the die O in the generalized weighted die problem with
parameters k= 2and E is drawn uniformly at random from the set V. If the number of rolls is at
most 452 In ( ) then any algorithm for the generalized weighted die problem incurs an error of at

least = with probability greater than 0.

Proof of Theorem [[3. The upper bounds for Theorem [3 are already known Du Plessis’ef all (2O15).
We only focus on the lower-bounds.

Consider any k € N, and consider any B C X of size 2k, and any p € (0,1). We randomly divide
B into two halves of size k named B! = {1, z},...,z}} and By = {1, 23, ...,23}. Let p € (0,1),
and for any O', 0% € V},, we define distribution Do o2 over X' x {0,1} forall (z,y) € X x {0,1}
as

= ifre By, andy =1
1+wt (0Y)p _ 1 —
e ifz=xlandi¢ O'andy =0
1w (@) ifz=xandi € O'andy =0
Dol 02 (;v,y) = 1 (2y—1D)wt (02)p
) + = 2 . 2
—— g ifr=uxjandi ¢ O
1— (21/—1)127(02)0 9 9
————— ifr=uxjandic O
0 o.W.
We define W% := {(Dor 02, Dy 01,02) | O',0? € V,}. Notice that every Do o2 satisfies
Dor,o2[{(z,1) : x € X}] = L. Moreover, it is easy to see that the error with respect to Do1 o2

is minimized by any function f : X — {0, 1} that satisfies f N B! = O and f N B? = B2\ 02
Therefore, for any function ¢ we have

functions f

CITD,1 2 (C) — min CITD,1 o2 (f) = ﬁ (Z ]]-[c(le) # 1]w_(01) + Z ]]-[C(le) # O]w+(0

i€eOl igO1

£ 3 1ele?) £ 0w (09 + 3 1e(a?) £ 11w+<o2>>

1€0? i¢ 02
(28)
The following lemma reduces both the number of unlabeled and positive samples in PU learning
over W92 to the generalized weighted die problem.

Lemma 34. Lete,6,p € (0,1) and m,n € N. Suppose there exists a PU learner A such that for
all (D, D) € W%, b > m, a > n satisfies

Proe.pv svopelerrp(A(ST,SY)) — min errp(f) >¢] <6
+2 X functions f
Then, (i) there exists a learner that with probability 1 — & achieves error less than % using m rolls

for a weighted generalized wzth parameters k and p; (ii) there exists a learner that with probability
1 — & achieves error less than £ 7 = using n rolls for a weighted generalized with parameters k and §.

Proof. We prove the first part, and the second part is identical to the first part. Fix any die corre-
sponding to O € Vj. Suppose S = {i1,142, ..., %m } is a roll of size m from Pp. Let O’ = {1}. First
notice that for any x € X’ we have

1 1
b , r€eB
SEED f g —a2andi £ 1
L T ifx =a; andi #
Dio0 =914 . 5
T ifz = o7
0 0.W.
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Moreover,

H,’:,E ifx=a?andi # 1
D/yyoyo/(x ‘ T € B2) = 1;kp ifx = x% (29)
0 oW

Notice that both D1 o o and Dy 0.0/ (. | * € B?) are independent from O, and thus a learner can

collect samples from them without requiring knowledge about O. Next, we define S*" to be an i.i.d
sample of size n from D o o/. Then, construct S U as follows. Initialize 7 = 0. At each step, flip
an unbiased coin. If it lands heads, increment j by 1 and add x}j to SY. If it lands tails, draw a

sample from Dx 0.0/ (- | # € B?) and add it to SU. Repeat this process until j = m

Moreover, observe that Dy o o/ (- | € B!) = PO Hence, each :c ~is an independent sample from
Dx.0,0/(- | x € B). Since Dy 0,0/ (B') = 1, it follows that SU is an i.i.d. sample from Dy 0,0
Note that due to lemma’s assumption, since |SU | > m, |ST| > n with probability 1 — § we have

errpovo,(A(SP,SU)) — min errp,, O,(f) <e

functions f

We define our leaner h € {0,1}* as h; := (1 — A(ST, SY)(x})) for i € [k]. Due to (Z8) we have
errp,, (.A(SP,SU)) — min errp, ,(f)

functions f
_4k<21 A(ST, 8V (x}) # 0)+ > 1[A(S" SU(});Ao]W(O))
€0 i¢O
P
Zerr(h)

Thus err(h) < 4—; with probability 1 — 6.
O

Then, we first show that for d > 64 we have mg"abel (e, o) > | 4| crogoz |, mE (g, 555) =

|9] | 55585022 - Lete < i5.and set k = | 4]. Let B be any subset of X' of size 2k that is shattered

by C. Define p = 640¢, and let the number of unlabeled examples be a = k {ﬁJ , while the number

of positive examples is any b € N. For the sake of contradiction, suppose there exists a PU learner
A such that for all (D, D) € W% satisfies

1

Prge. pt svaps, [errp (A(ST,8Y)) — rcneiéleer(A(SP,SU)) >el < 320

Using Lemma B4 generalized weighted die problem with parameters k and p can achieve error
W}o with probability ﬁ with a rolls. Assuming & > 32 (which holds as long as d > 64)
this contradicts Theorem [3. Therefore, we can conclude that no matter how many positive
samples the learner receives, the sample complexity of unlabeled examples should be at least
mgnrtabel (g, 1) > ng | 5799502z ) - Similarly, we can see that no matter how many unlabeled sam-
ples the learner receives, as long as d > 64, the sample complexity of unlabeled examples should be

at least mb”° (e, ﬁ) > HJ me

Finally, we show that ford > 4, we have mg™®bel (¢, 6) > Lz In (J5) ,mE™(,0) > 1= In (55)-
Fore < E and ¢ < ,let k = 2 and let B be any subset of size 4 shattered by C. Define p = 8¢, and
let the number of unlabeled examples be a = 4[1)2 In ( i ) while the number of positive examples

is any b € N. For the sake of contradiction, suppose there exists a PU learner A such that for all
(D, D+) € WB° satisfies

PrsPN'Di,SUNng( [eer(.A(SP, SU)) - minerrp(.A(SP, SU)) >e] <6

ceC

Then, by Lemma B4, the generahzed welghted die problem with parameters 2 and p would achieve
error less than 5. Since p < 5 and ) < 4 this contradicts Corollary B2. Therefore, we can conclude
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that no matter how many positive samples the learner receives, the sample complexity of unlabeled
examples should be at least m4"™@¢! (g, §) > ﬁ In (4%). Similarly, we can see that no matter how
many unlabeled samples the learner receives, as long as d > 4 the sample complexity of unlabeled
examples should be at least mp”™ (e, 6) > iz In ().

Theorem 16. Let C be any concept class over domain X with VC dimension d, and let P = Dy.
Given any y > «, denote ¢’V = argmin, .. etr” (c). There exists M > 1 such that for all c € C, if

ISP, |SY| > W, then with probability 1 — 48 we have
—a o«

errp(c’Y) < max (’y o 0¢> (errp(c) +2(1 4+ 7v)e)

Proof. Using standard PAC theory, for all ¢ € C there exists some M > 1 such that if |SY| >
M(dln(l/;)ﬂn(l/‘m %SU‘ — Pr(d(z) = 1)‘ < e (e.g. see
Shalev-Shwarfz and Ben-David (2014)). Similarly, there exists some M > 1 such that if |ST| >
Nl(dln(l/g““““”, then with probability 1 — & we have ’err;g(c’) - %ﬁﬂ‘ < ¢. Combining
these two facts, with probability 1 — 24 for all ¢’ € C we derive

|Pr(c(z) = 1) +yerr () —etr? ()] < (1 +7)e (30)
Then, for any ¢’ € C we have

Pr(d(z) =1)=Pr(y=1) — Pr(y = 1, (z) = 0) + Pr(c'(z) = 1,y = 0)

=a—aerh(d) + (1 —a)erry ()

, then with probability 1 — § we have

€1y

Now, fix any ¢ € C. For the cases where v > 2a, with probability 1 — 2§ we have
a+errp(cPV) = a+aerr (V) + (1 — a) errp (¢7Y)
<a+(y—a)erh (V) + (1 — a)erry (c7Y)

= Pr(cPY(z) = 1) + yerrh (c"Y)

(ED)
< eir?(cPY) + (1 4+ y)e

(3)
<efr’(c) + (1 +7)e (32)
(@0)

< Pr(c(z)

=1
D o+ (v —a)errd(c) + (1 — a)errp(c) + 2(1 +7)e

=a+ (y—2a)errh(c) +errp(c) + 2(1 +7)e

) +yerrS(e) +2(1+ v)e

ii _9
< a+ (1—1—7 oz) errp(c) + 2(1 4+ v)e.
a

Where (i) is due to the definition of ¢"U and (i) is due to the fact that err};(c) < “*2). For the
cases where v < 2« with probability 1 — 26 we have

v«

a+ errp(c’Y) = a+ (v — a)errf (V) + (1 - oz)7 a errp, (cPY)
<a+(y—a)errs(c"V) + (1 - a)errp(c”Y) (33)
()
< a+(y—a)errh(c) + (1 —a)erry(c) +2(1 + v)e
<a+errp(c) +2(1 +7v)e
where (i) is derived similarly to (B2). This completes the proof. O

Theorem 35 (Ben-Dawvid ef all (2010)). Let C be a VC-dimension d concept class over domain X,
and let Qg and Qr be distributions over X x {0, 1}. Then, with probability at least 1 — 6, for every
celC:

errgg(c) <errg,(c) +deac (Qu,s, Qx,7) + A
where X := inf.cc errgg(c) + errg,. ().
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Theorem 19. Let C be any concept class over domain X with VC dimension d, and let P be any
arbitrary distribution. Given any v > «, denote ¢PU = argmin, . eir”(c). There exists M > 1

such that for all c € C, if |ST1,|SY| > W, then with probability 1 — 48 we have

errp(cFY) < max <7 ; . S C_)[ a) (errp(c) +2(1 +7)e + 27 (A\F + deac(P, Dy)))

Where AP := min.cc (erry,(c) + errp(c, 1)) and errp(c, 1) := Pryp(c(z) # 1).

Proof. Note that similar to (B0), again we know there exists some M > 1 such that for all ¢/ € C
with probability 1 — 24

|Pr(d(x) =1) +vyerrp(c,1) —etr? ()] < (1 +7)e (34)
Fix any ¢ € C. Thus, for the cases where v > 2« similar to (B2) with probability 1 — 2§ we have
(@)
a+errp (V) < Pr(cfY(z) = 1) + yerrh (cPY)
Theorem B3
Pr(c”(z) = 1) + vyerrp(c™V, 1) + v (A + deac(P, Dy))

(Ba)
< eir?(c"V) + (1 +y)e + v (AF + deac(P, Dy))

(BT)
< eir?(c) + (L+7)e +v (A +deac(P,Dy))

(E3)
< Pr(e(z) = 1) + yerrp(c, 1) + (L +7)e + v (A\F + deac(P, Dy))

Theorem B3 + P
Pr(c(z) = 1) + yerrf(c) + (1 +7)e + 2y (A" + deac(P, Dy))

(i) — 2
< a+ (1 + 2 " ) errp(c) +2(1 +7)e + 2y (AF + deac(P,Dy))
(35)
Where (i) and (ii) are respectively due to the first two lines and last two lines of (B2) of Theorem [8&.
Again similar to (B3), in case v < 2« with probability 1 — 2§ we have

a+ 1L errp(c?V) < a+errp(c) + 21+ v)e + 2y (A + denc(P, Dy)) (36)

This completes the proof. O
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