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Abstract001

Citation-sensitive legal question answering in002
low-resource settings, such as Thai law, poses003
unique challenges for large language models004
(LLMs). We investigate how to align large lan-005
guage models for citation-sensitive legal ques-006
tion answering in Thai using Group-Relative007
Policy Optimization (GRPO). Focusing on af-008
fordable alignment, we compare semantic simi-009
larity–based reward proxies against large LLM010
judge models. Experiments on the NitiBench011
benchmark show that semantic reward achieves012
competitive performance in in-domain settings,013
with up to 90% Citation F1 improvement over014
instruction tuning and 2.5× reduced compute015
cost compared to judge-based supervision. Ab-016
lation studies further reveal the importance of017
answer-level reward components, while corre-018
lation analysis supports the partial validity of019
semantic signals as reward proxies. These re-020
sults offer actionable insights into affordable021
and robust alignment for legal LLMs.022

1 Introduction023

Recent advances in large language models (LLMs)024

have enabled new possibilities for legal question025

answering (QA) (Colombo et al., 2024; Lab, 2024;026

Corporation, 2025). However, delivering accurate027

and grounded responses remains challenging, espe-028

cially in domains like Thai law, where legal com-029

plexity and limited training data lead to frequent030

hallucinations and citation errors (Akarajaradwong031

et al., 2025).032

Retrieval-augmented generation (RAG) (Lewis033

et al., 2021) has been proposed to improve factual-034

ity, but existing systems often fail to cite relevant035

laws even when provided with the right context.036

While instruction tuning improves general fluency,037

it offers limited control over citation behavior. This038

motivates the need for more targeted alignment039

techniques that not only improve factuality but also040

enforce verifiable citation standards.041

To address these challenges, we start with an 042

observation in which there exists a gap between re- 043

trieval performance and LLM citation performance 044

in RAG (Akarajaradwong et al., 2025). This dis- 045

crepancy highlights the limited LLM performance 046

in citing the correct documents necessary to answer 047

the question. Additionally, in many legal applica- 048

tions, the ability to correctly ground a response 049

based on relevant law documents is critical, high- 050

lighting the need to improve LLM to improve its 051

citation correctness. With proper document cita- 052

tion, we suspect that this could potentially lead to 053

better QA capability. 054

This work explores how reinforcement learning 055

(RL) can be recontextualized to meet the practical 056

demands of legal QA, where citation accuracy is 057

critical. We align LLMs toward citation-sensitive 058

outputs using Group-Relative Policy Optimization 059

(GRPO) (Shao et al., 2024), with reward shaping 060

tailored to legal citation structure and response 061

quality (Yasui et al., 2019). 062

Our central question is: How can we align large 063

language models for domain-specific question an- 064

swering, such as Thai legal QA, in a way that bal- 065

ances alignment quality, cost, and real-world ap- 066

plicability? To answer this, we conduct two studies 067

comparing alignment strategies with different re- 068

ward designs under practical training constraints. 069

Study 1: Cost-effective alignment via semantic 070

reward: We examine whether semantic similar- 071

ity can serve as an efficient substitute for large 072

judge models, particularly in in-domain settings. 073

We compare Coverage, Consistency, and Citation 074

F1 under both reward conditions. 075

Study 2: Reward composition ablation: We as- 076

sess how different components of the reward signal, 077

citation-only vs. full answer reward, affect model 078

performance under judge-based supervision. This 079

isolates the contribution of factual correctness sig- 080

nals in reward shaping. 081
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2 Related Work082

Enhancing LLM legal citation performance. A083

growing body of work seeks to improve citation ver-084

ifiability in legal QA. CitaLaw (Zhang et al., 2025)085

adapts the ALCE benchmark (Gao et al., 2023) to086

the legal domain, introducing a syllogism-based ci-087

tation metric and supporting both statutes and case088

law. ALCE evaluates grounding via an NLI verifier,089

requiring every claim to be backed by retrieved ev-090

idence. Shareghi et al. (2024) compare citation ac-091

curacy across three retrieval setups, retriever-only,092

LLM query-rewrite, and hybrid, and find that task-093

specific instruction tuning boosts citation accuracy,094

particularly in Australian case law. LegalBench-095

RAG (Pipitone and Alami, 2024) isolates retriever096

contributions by testing expert-annotated snippets097

under varying chunking and top-k settings, reveal-098

ing a retrieval-imposed ceiling on citation F1.099

Usage of embedding-based reward models. Ya-100

sui et al. (2019) finetune BERT (Devlin et al., 2019)101

on Semantic Textual Similarity (STS) and employ102

the tuned model as a REINFORCE reward for ma-103

chine translation. Kumar and Subramaniam (2019)104

optimize a summarizer using BERTScore (Zhang105

et al., 2020), achieving higher fluency and lower106

redundancy than ROUGE-reward baselines. More107

recently, Sun et al. (2025) distil preference scores108

from the “gold” reward model of Dong et al. (2023,109

2024) into lightweight proxies, an MLP and a110

LightGBM, that take paired Gemma-2B embed-111

dings as input, achieving judge-level quality. These112

studies show that inexpensive embedding-based re-113

wards can rival LLM judges in generation tasks,114

though their integration into modern preference115

optimization frameworks remains under-explored.116

3 Our Approach117

We frame Thai legal question answering (QA) as a118

citation-sensitive generative task. The model must119

produce correct free-form responses and cite the120

relevant legal statutes using official Thai citation121

formats. To align model outputs with these two122

requirements, we design two modular reward func-123

tions, citation accuracy and response quality, which124

are jointly optimized using Group-Relative Policy125

Optimization (GRPO).126

3.1 Citation Accuracy Reward Functions127

We design a multi-component verifiable reward128

function that ensures correct legal citation. In par-129

ticular, our reward formulation decomposes cita- 130

tion quality into three measurable dimensions: 131

• Format Reward f1(x) = 1 if the output x 132

follows the correct XML format. f1(x) = 0 133

otherwise. 134

• Non-Hallucination Reward f2(x) = 0.5 if 135

f1(x) = 1 and x cites one of the law pro- 136

visions in the retrieval results. f2(x) = 0 137

otherwise. 138

• Citation F1 Reward f3(x) = F1 score of the 139

citation in x. 140

3.2 Response Quality Reward Functions 141

In addition to the citation accuracy reward, we also 142

design a reward to ensure that the quality of the 143

response is acceptable given the reference answer 144

from the ground truth. While strong judges like 145

preference models or advanced reasoning LLMs 146

(e.g., OpenAI o1 (OpenAI et al., 2024), Deepseek 147

R1 (DeepSeek-AI et al., 2025)) are too slow or 148

costly for online training, we explore more com- 149

putationally efficient proxies. We propose to use 150

semantic similarity between generated and ground- 151

truth responses as a reward instead. Additionally, 152

we use coverage and contradiction metrics used in 153

Akarajaradwong et al. (2025) directly as reward 154

functions. 155

• Semantic Similarity Reward 0 < g1(x) < 156

1 computes the similarity score between the 157

generated answer text and the ground-truth 158

answer using an embedding model. 159

• Coverage Reward g2 measures semantic 160

coverage between generated response x and 161

ground-truth responses x̂ whether x is no 162

coverage (g2(x, x̂) = 0), partial coverage 163

(g2(x, x̂) = 0.5), or full coverage (g2(x, x̂) = 164

1) following Laban et al. (2024); Akarajarad- 165

wong et al. (2025). 166

• Contradiction Reward g3(x, x̂) = 1 if x 167

does not contradict x̂. g3(x, x̂) = 0 otherwise. 168

4 Experimental Setup 169

Training Data and Benchmark: We use 170

WangchanX-Legal-ThaiCCL-RAG (Akarajarad- 171

wong et al., 2025) as a training set. One instance 172

of the data contains a question, a ground-truth rel- 173

evant legal sections, a reference answer. When 174

preparing the training set, we construct prompts 175

using the question and top retrieved sections in- 176

stead of the ground-truth law sections. We use 177

BGE-M3 (Chen et al., 2024) with a multi-head 178
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strategy (dense/sparse/ColBERT weights set to 0.4,179

0.2, 0.4) to retrieve top 10 relevant law sections.180

The ground-truth sections are used for citation eval-181

uation/reward, and the reference answer is used for182

answer evaluation/reward. The query construction183

process is detailed in Appendix C. Qwen2.5-72B-184

instruct was used an LLM judge for coverage and185

contradiction reward.186

For the benchmark, we utilize NitiBench1187

dataset (Akarajaradwong et al., 2025), specifically188

designed for Thai Legal QA. The benchmark con-189

tains two splits:190

• NitiBench-CCL: Focuses on general Thai191

corporate/commercial law.192

• NitiBench-Tax: Comprises complex, multi-193

positive Thai tax rulings. Used exclusively194

as a test set to evaluate generalization to very195

complex legal reasoning tasks.196

Evaluation Metrics: We adopt the End-to-End197

(E2E) metrics from NitiBench (Akarajaradwong198

et al., 2025). However, instead of using a contradic-199

tion score, we use Consistency Score, the inverse200

of contradiction. This is averaged with Citation F1201

and Coverage Score to calculate the Joint Score.202

Each metric is described as follows.203

• Citation F1: F1-score of cited legal sections204

compared to the ground truth.205

• Coverage: Reference answer overlap be-206

tween generated and ground-truth answers207

based on a 0/50/100 scale. the value was then208

normalized to range from 0 to 1.209

• Consistency: Factual consistency of the gen-210

erated answer with the ground truth. Calcu-211

lated as 1 - Contradiction, leveraging the212

Contradiction score from NitiBench where 0:213

No-Contradiction, 1: Contradiction.214

• Joint Score: An average of the metrics above.215

Each model configuration was run 3 times on216

NitiBench-CCL and NitiBench-Tax using vLLM217

(Kwon et al., 2023) with different random seeds218

(Appendix B.3 for details). We also used GPT-219

4o (gpt-4o-2024-08-06) as the judge, with220

NitiBench prompts, ensuring consistency and com-221

parability with the original benchmark.222

Training Objectives The LLMs in our experi-223

ments are qwen2.5-7b-instruct, typhoon2-qwen2.5-224

7b-instruct, OpenThaiGPT1.5-7B. Post-training is225

done via Low-Rank Adaptation (LoRA) (Hu et al.,226

2021) (see Appendix B.1 for LoRA configura-227

1https://huggingface.co/datasets/VISAI-AI/nitibench

tion). All GRPO setups was trained using Unsloth 228

(Daniel Han and team, 2023) on a single NVIDIA 229

A100 80gb GPU. All training hyperparameters can 230

be found in Appendix B.2. As a strong baseline, 231

we instruction-finetuned the LLMs on the same 232

training dataset with LoRA for three epochs. 233

5 Results 234

This section presents a comparison between the 235

baseline performance and our proposed method. 236

Detailed results are provided in Table 1; Table 5 237

includes relative gains and standard deviations. 238

Note that the Citation F1 metric is inherently 239

limited by the performance of the upstream BGE- 240

M3 retriever, which achieves an F1 score of 0.922 241

on NitiBench-CCL and 0.481 on NitiBench-Tax. 242

This represents the theoretical upper bound for Ci- 243

tation F1 that the LLM could achieve, as it cannot 244

cite documents not provided by the retriever. 245

5.1 Cost-effective alignment via semantic 246

reward (Study 1) 247

Semantic similarity performs competitively in- 248

domain. On the NitiBench-CCL test set, GRPO 249

models trained with semantic reward perform on 250

par with or better than those using judge-based re- 251

wards across all three base models. For example, 252

the +LoRA GRPO (semantic reward) variant of Ty- 253

phoon2 yields the highest Coverage (0.774) and a 254

strong Joint Score (0.777), outperforming its judge- 255

based counterpart. For OpenThaiGPT1.5, the se- 256

mantic reward variant achieves a higher Joint Score 257

(0.760 vs. 0.753) and comparable Citation F1. 258

Even for the language-generic Qwen2.5, seman- 259

tic reward provides competitive results across all 260

metrics. In addition, we observe that GRPO, partic- 261

ularly with cov/con reward, substantially narrows 262

the performance gap between 7B-scale models 263

and proprietary systems (GPT-4o, Gemini 1.5 Pro, 264

and Claude 3.5), indicating its potential as a cost- 265

effective alternative for legal QA. These findings 266

suggest that when reference answers are seman- 267

tically well-aligned with the context, lightweight 268

semantic rewards offer effective, low-cost supervi- 269

sion for in-domain legal QA. 270

Cov/Con reward improves generalization. On 271

the out-of-distribution NitiBench-Tax set, GRPO 272

models using cov/con reward consistently outper- 273

form their semantic reward counterparts. Although 274

semantic reward can lead on specific metrics, cov- 275

/con reward yields a stronger Joint Score. For 276
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Model Citation F1 ↑ Coverage ↑ Consistency ↑ Joint score ↑ Citation F1 ↑ Coverage ↑ Consistency ↑ Joint score ↑

NitiBench-CCL NitiBench-Tax

qwen2.5-7b-instruct 0.410 0.591 0.840 0.614 0.211 0.333 0.573 0.373
+LoRA IT 0.569 0.583 0.834 0.662 0.098 0.287 0.507 0.297
+LoRA GRPO (cov/con reward) 0.680 0.632 0.860 0.724 0.168 0.293 0.563 0.342
+LoRA GRPO (semantic reward) 0.715 0.720 0.823 0.753 0.156 0.317 0.567 0.346
typhoon2-qwen2.5-7b-instruct 0.360 0.559 0.855 0.591 0.127 0.333 0.547 0.336
+LoRA IT 0.574 0.621 0.857 0.684 0.107 0.263 0.567 0.312
+LoRA GRPO (cov/con reward) 0.651 0.709 0.903 0.755 0.204 0.380 0.583 0.389
+LoRA GRPO (semantic reward) 0.683 0.774 0.876 0.777 0.211 0.363 0.493 0.356
openthaigpt1.5-qwen2.5-7b-instruct 0.430 0.556 0.823 0.603 0.185 0.337 0.540 0.354
+LoRA IT 0.561 0.593 0.837 0.664 0.104 0.327 0.580 0.337
+LoRA GRPO (cov/con reward) 0.720 0.668 0.871 0.753 0.209 0.367 0.560 0.378
+LoRA GRPO (semantic reward) 0.702 0.721 0.855 0.760 0.248 0.250 0.600 0.366

+LoRA GRPO (semantic + cov/con rewards) 0.691 0.611 0.853 0.718 0.183 0.307 0.527 0.339
+LoRA GRPO (w/o answer reward) 0.670 0.548 0.804 0.674 0.166 0.313 0.533 0.338

gpt-4o-2024-08-06 0.714 0.852 0.945 0.837 0.438 0.500 0.540 0.492
gemini-1.5-pro-002 0.651 0.865 0.952 0.823 0.332 0.440 0.520 0.431
claude-3-5-sonnet-20240620 0.595 0.897 0.960 0.817 0.457 0.510 0.560 0.509

Table 1: Comparison (average on 3 runs) on Nitibench-CCL and Nitibench-Tax: Baseline vs. IT, GRPO (cov-
/con reward), GRPO (semantic reward). Relative performance gains over baseline are indicated. Comparison
provided against 3 proprietary LLM results from Akarajaradwong et al. (2025) on the same settings. Also shows
OpenThaiGPT1.5-7B-Instruct with combined (semantic + cov/con) vs. LoRA GRPO (w/o answer reward).

instance, Typhoon2’s +LoRA GRPO (cov/con re-277

ward) variant achieves a higher Joint Score (0.389278

vs. 0.356) compared to the semantic version. This279

pattern extends to OpenThaiGPT1.5, where cov-280

/con reward offers greater robustness to distribu-281

tion shifts, but not on Qwen2.5. This might be282

due to the fact that Qwen2.5, lacking Thai-specific283

pretraining, exhibits weaker priors for legal cita-284

tion tasks. These results suggest that coverage and285

consistency supervision helps models generalize286

better in more structurally diverse legal contexts,287

though at a higher computational cost. We further288

investigate how Semantic Similarity correlates with289

Coverage and Consistency scores in Appendix F.290

5.2 Reward composition ablation (Study 2)291

To understand reward contributions, we performed292

ablations on OpenThaiGPT1.5-7B (see Table 1),293

comparing our main GRPO variants against config-294

urations using: (1) combined semantic and cover-295

age/consistency rewards (‘semantic + cov/con re-296

wards’), and (2) only citation-related rewards (‘w/o297

answer reward’).298

Reward composition impacts alignment effec-299

tiveness. Combining semantic and cov/con re-300

wards without reward tuning underperforms both301

individual configurations, likely due to imbalanced302

scaling between the two signals. This finding high-303

lights the importance of careful reward calibration304

when mixing objectives.305

Citation-only reward is insufficient. When we306

remove the answer-level component and retain only307

the citation reward, we observe a modest gain in 308

Citation F1, but at the cost of significantly lower 309

Coverage and Consistency, resulting in a reduced 310

Joint Score. While in-domain Citation F1 improved 311

over baseline, Coverage and Consistency degraded 312

below baseline levels. This variant also performed 313

the worst among GRPO configurations on CCL ci- 314

tation and failed to generalize on Tax. This strongly 315

indicates that generation quality aspects are cou- 316

pled; optimizing citations alone harms overall qual- 317

ity and generalization, demonstrating the need for 318

answer quality rewards even to maximize citation 319

performance within GRPO. 320

6 Conclusion 321

We study how to affordably align large language 322

models (LLMs) for citation-sensitive legal ques- 323

tion answering in Thai. Using Group-Relative 324

Policy Optimization (GRPO), we compare two re- 325

ward strategies: a lightweight semantic similarity 326

proxy (BGE-M3) and a large LLM judge model 327

(Qwen2.5-72B-Instruct) scoring coverage and con- 328

sistency. Our results show that semantic rewards 329

yield comparable in-domain performance to judge- 330

based supervision, while requiring significantly 331

less compute. In contrast, cov/con rewards offer 332

better generalization on out-of-distribution tasks 333

but at a higher cost. These findings offer practical 334

guidance for aligning LLMs in legal QA, balanc- 335

ing performance and cost under domain-specific 336

constraints, and show that GRPO can meaningfully 337

close the gap between compact open models and 338

proprietary systems. 339
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Limitations340

While this study provides valuable insights into341

applying GRPO for Thai Legal QA, we acknowl-342

edge certain limitations primarily stemming from343

constraints on computational resources and time344

during the experimental phase.345

First, our exploration of combining different re-346

ward signals for answer quality. Specifically, the347

semantic similarity reward and the coverage/con-348

sistency rewards from the Qwen2.5-72B-Instruct349

judge were limited. The ablation study used a naive350

summation without tuning, which underperformed351

relative to individual signals. Due to resource con-352

straints, we were unable to explore alternative re-353

ward calibration strategies such as weighting, nor-354

malization, or learning rate adjustments. A well-355

tuned combination may offer synergistic benefits,356

but this remains unexplored.357

Second, our experiments focused exclusively on358

applying GRPO to models that had already under-359

gone instruction tuning. We applied GRPO only to360

models that had already undergone instruction tun-361

ing. We did not evaluate applying GRPO directly362

to base models (e.g., (DeepSeek-AI et al., 2025)).363

Investigating its effect from different model initial-364

ization states may yield further insights, but was365

beyond our current scope.366

Third, we used the standard GRPO algorithm as367

described by Shao et al. (2024). While conduct-368

ing our experiments, an improved variant named369

"Dr. GRPO" (Done Right GRPO) was proposed370

(Liu et al., 2025), specifically designed to address371

optimization biases present in the original GRPO372

formulation, particularly those related to response373

length normalization, which can affect token ef-374

ficiency. Due to the timing of its release relative375

to our experimental runs and resource limitations,376

we were unable to incorporate Dr. GRPO into our377

comparisons. We acknowledge the potential biases378

in standard GRPO identified by Liu et al. (2025)379

and recognize that employing Dr. GRPO might380

yield different results, particularly regarding token381

efficiency and potentially performance dynamics.382

These limitations reflect the demonstrative na-383

ture of this study, which aims to assess the poten-384

tial of GRPO for citation-sensitive legal QA under385

domain-specific constraints. Addressing them may386

deepen our understanding of GRPO’s behavior in387

legal settings and inform strategies for best utilizing388

it in practice.389
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A Efficiency of Reward Signal Proxies 511

The practicality of RL hinges on reward compu- 512

tation efficiency. We observed a stark difference 513

between using BGE-M3 semantic similarity versus 514

the large Qwen2.5-72B-Instruct judge for cover- 515

age/consistency rewards. As shown in Figure 1, 516

the BGE-M3 approach required significantly fewer 517

resources per GRPO policy training: 104 GPU- 518

hours (1x A100 80GB GPU), costing approxi- 519

mately $85. In contrast, using the Qwen2.5-72B- 520

Instruct judge demanded 264 total GPU-hours (2x 521

A100 80GB GPUs for 132 hours) - nearly 2.5x 522

the compute time - costing roughly $2162. This 523

setup was necessary because one GPU was dedi- 524

cated solely to hosting the 72B judge model as an 525

online reward server with int4_wo precision using 526

TensorRT-LLM (NVIDIA, 2024), while the other 527

GPU handled the training process. 528

Figure 1: Comparison of total GPU hours and estimated
training cost for GRPO variants using different answer
reward signals.

This large disparity arises because BGE-M3 em- 529

bedding calculation is fast, adding minimal latency 530

to the RL loop, while Qwen2.5-72B-Instruct infer- 531

ence for each sample creates a major bottleneck, 532

2Based on A100 80GB PCIE median rental cost of $0.82/hr
via https://vast.ai/pricing/gpu/A100-PCIE accessed
April 2025.

6

https://cs229.stanford.edu/proj2019aut/data/assignment_308832_raw/26632588.pdf
https://cs229.stanford.edu/proj2019aut/data/assignment_308832_raw/26632588.pdf
https://cs229.stanford.edu/proj2019aut/data/assignment_308832_raw/26632588.pdf
https://case.law/
https://arxiv.org/abs/2407.01370
https://arxiv.org/abs/2407.01370
https://arxiv.org/abs/2407.01370
https://arxiv.org/abs/2005.11401
https://arxiv.org/abs/2005.11401
https://arxiv.org/abs/2005.11401
https://arxiv.org/abs/2503.20783
https://arxiv.org/abs/2503.20783
https://arxiv.org/abs/2503.20783
https://github.com/NVIDIA/TensorRT-LLM
https://arxiv.org/abs/2412.16720
https://arxiv.org/abs/2408.10343
https://arxiv.org/abs/2408.10343
https://arxiv.org/abs/2408.10343
https://arxiv.org/abs/2402.03300
https://arxiv.org/abs/2402.03300
https://arxiv.org/abs/2402.03300
https://arxiv.org/abs/2412.06272
https://arxiv.org/abs/2412.06272
https://arxiv.org/abs/2412.06272
https://arxiv.org/abs/2502.04357
https://arxiv.org/abs/2502.04357
https://arxiv.org/abs/2502.04357
https://arxiv.org/abs/2502.04357
https://arxiv.org/abs/2502.04357
https://doi.org/10.18653/v1/P19-2056
https://doi.org/10.18653/v1/P19-2056
https://doi.org/10.18653/v1/P19-2056
https://arxiv.org/abs/2412.14556
https://arxiv.org/abs/2412.14556
https://arxiv.org/abs/2412.14556
https://arxiv.org/abs/1904.09675
https://arxiv.org/abs/1904.09675
https://arxiv.org/abs/1904.09675
https://vast.ai/pricing/gpu/A100-PCIE


requiring more hardware and time. While a large533

judge might offer reward signals closer to final534

evaluation metrics, its computational cost signifi-535

cantly hinders online RL training. BGE-M3 seman-536

tic similarity, despite being a proxy, proves vastly537

more efficient. Its strong performance, especially538

in-domain, confirms its value as a cost-effective539

method for injecting an answer quality signal dur-540

ing GRPO training.541

B Hyperparameters542

B.1 LoRA configuration543

We applied LoRA to attention layers (q_proj,544

k_proj, v_proj, gate, up_proj, down_proj),545

rank r = 256 with 16-bit precision.546

B.2 Training Hyperparameters547

Common parameters related to LoRA configura-548

tion, precision, optimizer betas, and data handling549

were kept consistent where applicable.550

Hyperparameter GRPO Value IT Value
Learning Rate (lr) 5.00E-06 1.00E-05
LR Scheduler Type constant_with_warmup cosine
Max Gradient Norm 0.2 1.0
Epochs 1 3
Rollout Batch Size 10 N/A
Batch Size N/A 4
Max Prompt Length 8192 8192
Max Completion Length 2048 2048
LoRA Rank (r) 256 256
Precision bfloat16 bfloat16
Retrieval Top-k 10 10
Gradient Accumulation Steps 1 1
Weight Decay 0.1 0.1
Warmup Ratio 0.1 0.1
Adam Beta1 0.9 0.9
Adam Beta2 0.99 0.99

Table 2: Comparison of Key Hyperparameters for IT
and GRPO Training.

B.3 Inferencing Hyperparameters551

These settings were applied consistently across all552

model configurations (Baseline, IT, GRPO). The553

following parameters were used for text generation:554

Generation Seeds: Inference was repeated three555

times for each model configuration using556

the following distinct random seeds: 69420,557

69421, and 69422. The final reported metrics558

are the mean across these 3 runs.559

Retrieval Top-k: Set to 10, same as the560

Retrieval Top-k in the training hyperpa-561

rameter.562

Temperature: Set to 1.0 for standard diversity in 563

the output. 564

C Query Construction 565

To manage computational constraints, input queries 566

are capped at 8192 tokens. If the retrieved top 10 567

sections exceed this limit, we iteratively replace 568

the longest nonground-truth section with the next 569

highest-ranked section from the retriever, ensur- 570

ing all ground-truth sections are retained while 571

staying within the token limit. The target output 572

format for both IT and GRPO is structured XML- 573

like text including <reasoning>, <answer>, and 574

<citation> tags. Additional details regarding in- 575

put and output formatting are provided in Appendix 576

D. 577

D Input and Output Formats 578

This section provides concrete examples of the in- 579

put query structure fed to the models and the target 580

output format used during fine-tuning (both IT and 581

GRPO), complementing the description in §4. 582

D.1 Example Input Query Structure 583

The following illustrates the format of the input 584

provided to the models. This example assumes the 585

context retrieval resulted in k = 5 relevant sections 586

after length management. The <context> tags con- 587

tain the actual text content of the corresponding 588

legal section. The <law_code> tags contain unique 589

integer identifiers assigned to each distinct legal 590

section within our corpus; these identifiers are used 591

as keys and do not necessarily correspond to offi- 592

cial statutory section numbers. 593

1 What is the difference between financial 594
institution business and financial 595
business? 596

2 597
3 Relevant sections 598
4 <law_code>1</law_code><context>...</context> 599
5 <law_code>2</law_code><context>...</context> 600
6 <law_code>3</law_code><context>...</context> 601
7 <law_code>4</law_code><context>...</context> 602
8 <law_code>5</law_code><context>...</context> 603

D.2 Example Target Output Structure 604

The models were trained to generate outputs ad- 605

hering to the following XML-like structure. This 606

format separates the reasoning process, the final 607

answer, and the cited sources. 608

1 <reasoning> 609
2 The laws related to the method for director 610

resignation are ... 611
3 </reasoning> 612
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4 <answer>613
5 According to Section 1153/1 of the Civil and614

Commercial Code and ...615
6 </answer>616
7 <citation>617
8 <law_code>2</law_code>618
9 <law_code>5</law_code>619

10 </citation>620

Note: The <reasoning> block contains the621

model’s generated explanation or thought process.622

The <answer> block contains the final synthesized623

answer to the query. The <citation> block lists624

the <law_code> identifiers that the model cites as625

sources for its answer. During IT, this structure rep-626

resents the target output. During GRPO, adherence627

to this format and the correctness of the content628

within the tags (<answer> and <citation>) are629

evaluated by the reward functions.630

E Evaluation of Qwen-72B as an631

Automated Judge632

To assess the viability of using Qwen2.5-72B-633

Instruct as an online judge for generating634

Coverage and Consistency rewards in GRPO635

(§3), we compared its judgment reliability636

against gpt-4o-2024-08-06 on the NitiBench-637

CCL dataset, as it achieved the highest perfor-638

mance among judges evaluated in the original639

NitiBench paper (Akarajaradwong et al., 2025).640

We follow NitiBench’s decoding hyperparame-641

ters: temperature = 0.5, seed = 69420, and642

max_completion_tokens = 2048.643

As shown in Table 3, Qwen-72B achieved high644

reliability, closely matching GPT-4o. For Cover-645

age, Qwen-72B reached an F1-score of 0.84 (vs.646

0.88 for GPT-4o), and for Consistency, it scored647

0.97 (vs. 0.98 for GPT-4o). These results demon-648

strate that Qwen2.5-72B-Instruct functions as a649

reliable automated judge for these metrics on this650

dataset, validating its use for providing sufficiently651

accurate reward signals during GRPO training as652

an alternative to external API calls.653

Model Metric Precision Recall F1-score Support

NitiBench-CCL

gpt-4o-2024-08-06 Coverage .88 .88 .88 200
Consistency .98 .97 .98 150

Qwen2.5-72B-Instruct Coverage .85 .83 .84 200
Consistency .98 .97 .97 150

Table 3: Performance comparison of GPT-4o
(gpt-4o-2024-08-06) and Qwen2.5-72B-Instruct as
automated judges for Coverage and Consistency metrics
on the NitiBench-CCL dataset.

F Correlation of Semantic Similarity with 654

Coverage and Consistency 655

We investigated using BGE-M3 semantic similarity 656

as an efficient proxy reward for answer quality dur- 657

ing GRPO, avoiding costly LLM-judges for online 658

training. To validate this proxy, we analyzed its 659

correlation with ground-truth Coverage and Consis- 660

tency scores (determined by offline judge) on both 661

NitiBench test sets in Figures 2, 3 and 4. 662

Figure 2: Semantic Similarity vs. Coverage scores,
colored by Consistency, on (a) NitiBench-CCL and (b)
NitiBench-Tax. A positive trend between similarity and
coverage is more evident on CCL than on Tax.

Figure 3: Semantic Similarity distributions by Coverage
score level on (a) NitiBench-CCL and (b) NitiBench-
Tax. Median similarity tends to increase with coverage
on CCL, a trend not observed on Tax.

Figure 4: Semantic Similarity distributions by Consis-
tency score on (a) NitiBench-CCL and (b) NitiBench-
Tax. Consistent answers on CCL show higher similarity;
this distinction is less clear on Tax.

For NitiBench-CCL, we observed a noticeable 663

positive correlation. Higher semantic similarity 664

generally aligns with higher Coverage and Consis- 665

tency scores, as seen in both scatter and box plots. 666
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This suggests semantic similarity provides a mean-667

ingful, though imperfect, signal for answer quality668

on this simpler, in-domain dataset, supporting its669

use as a proxy reward here.670

Conversely, for the more complex NitiBench-671

Tax, semantic similarity showed negligible correla-672

tion with Coverage or Consistency. The scatter plot673

lacked clear trends, and box plots revealed largely674

overlapping distributions for semantic similarity675

across different quality levels.676

This contrast demonstrates that the utility of677

semantic similarity as a reward proxy is highly678

context-dependent. While adequate for simpler679

tasks (NitiBench-CCL), it fails to capture cru-680

cial aspects of correctness and factual consistency681

on complex reasoning tasks requiring synthesis682

(NitiBench-Tax), where semantic overlap alone683

is insufficient. The limitations of this efficient684

proxy become apparent on harder generalization685

problems. Appendix G provides a detailed com-686

parison highlighting the increased complexity of687

NitiBench-Tax relative to NitiBench-CCL.688

G Complexity of NitiBench-Tax over689

NitiBench-CCL690

Figure 5: Complexity Comparison of NitiBench-CCL
vs. NitiBench-Tax.

While both NitiBench-CCL and NitiBench-Tax691

evaluate Thai Legal QA, the NitiBench-Tax dataset692

presents a significantly more complex challenge,693

designed specifically to test model generalization694

and deeper reasoning capabilities (see Figure 5 for695

answer length and section per answer comparison).696

This difference stems from several key aspects of697

their origin and structure:698

1. Dataset Origin and Curation:699

• NitiBench-CCL: This dataset was cu-700

rated manually by legal experts who701

crafted question-answer pairs primar-702

ily based on single, specific legal sec-703

tions from a defined corpus of 35 fi-704

nancial laws. The process involved a705

two-tiered expert review to ensure qual- 706

ity. While its corresponding training 707

data (from WangchanX-Legal-ThaiCCL- 708

RAG3) could be multi-label due to semi- 709

automated generation, the test set used 710

for evaluation predominantly consists of 711

single-label instances. 712

• NitiBench-Tax: This dataset originates 713

from real-world tax rulings scraped di- 714

rectly from the Thai Revenue Depart- 715

ment’s official website4 (cases from 2021 716

onwards). These represent authentic in- 717

quiries and official responses, reflecting 718

the complexity of actual tax law appli- 719

cation. The curation involved extracting 720

relevant cited sections and condensing 721

the official responses using an LLM, af- 722

ter filtering out non-interpretive cases. 723

The use of real, official rulings in NitiBench- 724

Tax inherently introduces more complex sce- 725

narios and language compared to the expert- 726

crafted, typically single-provision-focused 727

questions in the NitiBench-CCL test set. 728

2. Answer Length and Complexity: The com- 729

plexity difference is reflected in the aver- 730

age length of the ground-truth answers (after 731

condensation). The average answer length 732

in NitiBench-CCL is approximately 75 733

characters, whereas in NitiBench-Tax, it is 734

roughly 606 characters - over eight times 735

longer on average. This suggests that Tax an- 736

swers inherently require significantly more 737

detail and potentially cover more sub-points 738

derived from the underlying complex rulings. 739

3. Multi-Label Nature (Sections per Answer): 740

This is a critical quantitative differentiator. 741

The NitiBench-CCL test set is explicitly 742

single-label, with an average of 1 ground- 743

truth relevant legal section per question. In 744

contrast, NitiBench-Tax is inherently multi- 745

label, with an average of 2.62 relevant sec- 746

tions per case. This requires models not just 747

to identify relevant sections but to synthesize 748

information and reason across multiple le- 749

gal provisions simultaneously, significantly in- 750

creasing the reasoning complexity compared 751

to the single-label focus of CCL. 752

3https://huggingface.co/datasets/airesearch/WangchanX-
Legal-ThaiCCL-RAG

4https://www.rd.go.th
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model Citation F1 ↑ SD gains (%) Coverage ↑ SD gains (%) Consistency ↑ SD gains (%) Joint score gains (%)

Nitibench-CCL

openthaigpt1.5-qwen2.5-7b-instruct 0.4299 0.0048 0.5556 0.0010 0.8234 0.0048 0.6030
+LoRA GRPO (semantic reward) 0.7017 0.0016 63.23 0.7214 0.0041 29.84 0.8554 0.0021 3.89 0.7595 25.96
+LoRA GRPO (semantic reward, citation first) 0.6545 0.0044 52.25 0.7065 0.0053 27.16 0.8528 0.0028 3.57 0.7379 22.39

Nitibench-Tax

openthaigpt1.5-qwen2.5-7b-instruct 0.1850 0.0247 0.3367 0.0519 0.5400 0.0849 0.3539
+LoRA GRPO (semantic reward) 0.2482 0.0054 34.16 0.2500 0.0424 -25.74 0.6000 0.0490 11.11 0.3661 3.44
+LoRA GRPO (semantic reward, citation first) 0.2172 0.0146 17.43 0.2768 0.0026 -17.79 0.5333 0.0411 -1.24 0.3424 -3.24

Table 4: Comparison of GRPO (semantic reward) performance on OpenThaiGPT1.5-7B using the default output
format (reasoning->answer->citation) versus a modified format placing citations before the answer (reasoning-
>citation->answer).

In summary, the combination of using real-753

world, complex tax rulings as source material754

and its inherent multi-label requirement (demand-755

ing reasoning across multiple sections) makes756

NitiBench-Tax a substantially harder benchmark757

than NitiBench-CCL for evaluating advanced legal758

reasoning and generalization abilities.759

H Impact of Citation and Answer760

Position in Output Format761

The standard output format used in our experiments762

follows the structure: reasoning -> answer -> cita-763

tion (as in Appendix D.2), where the model first764

provides its reasoning, then the synthesized answer,765

and finally the supporting citations. To investigate766

whether the position of the citation block relative767

to the answer block influences performance, we768

conducted an additional experiment.769

We modified the target output structure to: rea-770

soning -> citation -> answer, placing the cita-771

tion block immediately after the reasoning and772

before the final answer. We then retrained the773

OpenThaiGPT1.5-7B-Instruct model using the774

GRPO (semantic reward) configuration with this775

modified "citation-first" target format. All other776

training parameters remained identical to the corre-777

sponding main experiment run.778

The results of this comparison are presented in779

Table 4. The data clearly indicates that altering780

the standard format to place citations before the781

answer consistently resulted in lower performance782

across nearly all metrics on both the NitiBench-783

CCL and NitiBench-Tax datasets compared to the784

default format where citations appear last. Notably,785

Citation F1, Coverage, and the overall Joint Score786

decreased in the "citation-first" configuration. On787

the challenging NitiBench-Tax set, this format led788

to performance even worse than the baseline in789

terms of Joint Score (-3.24% gain).790

While the exact reasons require deeper analysis,791

this finding suggests that the default structure (rea- 792

soning -> answer -> citation) may provide a more 793

natural or effective flow for the model during gen- 794

eration and training. It’s possible that generating 795

the answer text first helps the model consolidate 796

the information needed before explicitly listing the 797

supporting citations. Regardless, based on these 798

results, maintaining the structure with the citation 799

block at the end appears preferable for achieving 800

optimal performance with our GRPO approach. 801
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Figure 6: Demonstration of our proposed method. We use GRPO objectives with specialized reward to align LLM
towards better citation and response using Response Quality Reward (§3.2) and Citation Reward (§3.1).

Model Citation F1 ↑ SD gains (%) Coverage ↑ SD gains (%) Consistency ↑ SD gains (%) Joint score ↑ gains (%)

Nitibench-CCL (In-Domain)

qwen2.5-7b-instruct 0.4103 0.0015 0.5908 0.0041 0.8402 0.0030 0.6138
+LoRA SFT 0.5691 0.0040 38.70 0.5832 0.0075 -1.29 0.8341 0.0024 -0.72 0.6622 7.88
+LoRA GRPO (cov/con reward) 0.6796 0.0020 65.63 0.6322 0.0010 7.00 0.8598 0.0009 2.34 0.7239 17.94
+LoRA GRPO (semantic reward) 0.7146 0.0009 74.14 0.7197 0.0023 21.81 0.8232 0.0024 -2.02 0.7525 22.60
typhoon2-qwen2.5-7b-instruct 0.3597 0.0042 0.5587 0.0061 0.8553 0.0076 0.5912
+LoRA SFT 0.5744 0.0028 59.71 0.6214 0.0030 11.23 0.8572 0.0030 0.22 0.6843 15.75
+LoRA GRPO (cov/con reward) 0.6514 0.0013 81.10 0.7092 0.0039 26.95 0.9032 0.0019 5.60 0.7546 27.63
+LoRA GRPO (semantic reward) 0.6828 0.0028 89.84 0.7735 0.0012 38.45 0.8757 0.0028 2.38 0.7773 31.48
openthaigpt1.5-qwen2.5-7b-instruct 0.4299 0.0048 0.5556 0.0010 0.8234 0.0048 0.6030
+LoRA SFT 0.5613 0.0069 30.56 0.5930 0.0024 6.73 0.8371 0.0031 1.66 0.6638 10.08
+LoRA GRPO (cov/con reward) 0.7197 0.0020 67.40 0.6680 0.0034 20.23 0.8705 0.0034 5.72 0.7527 24.84
+LoRA GRPO (semantic reward) 0.7017 0.0016 63.23 0.7214 0.0041 29.84 0.8554 0.0021 3.89 0.7595 25.96

gpt-4o-2024-08-06 0.7140 0.8520 0.9450 0.8370
gemini-1.5-pro-002 0.6510 0.8650 0.9520 0.8227
claude-3-5-sonnet-20240620 0.5950 0.8970 0.9600 0.8173

Nitibench-Tax (Out-of-Domain)

qwen2.5-7b-instruct 0.2110 0.0272 0.3333 0.0082 0.5733 0.0340 0.3726
+LoRA SFT 0.0975 0.0192 -53.82 0.2867 0.0249 -13.99 0.5067 0.0094 -11.63 0.2969 -20.30
+LoRA GRPO (cov/con reward) 0.1678 0.0196 -20.47 0.2933 0.0047 -12.00 0.5633 0.0094 -1.74 0.3415 -8.34
+LoRA GRPO (semantic reward) 0.1555 0.0135 -26.31 0.3167 0.0249 -4.99 0.5667 0.0249 -1.16 0.3463 -7.05
typhoon2-qwen2.5-7b-instruct 0.1272 0.0150 0.3333 0.0411 0.5467 0.0249 0.3357
+LoRA SFT 0.1072 0.0315 -15.71 0.2633 0.0205 -21.00 0.5667 0.0189 3.66 0.3124 -6.95
+LoRA GRPO (cov/con reward) 0.2035 0.0197 60.03 0.3800 0.0294 14.00 0.5833 0.0189 6.71 0.3889 15.85
+LoRA GRPO (semantic reward) 0.2113 0.0134 66.18 0.3633 0.0411 9.00 0.4933 0.0525 -9.76 0.3560 6.04
openthaigpt1.5-qwen2.5-7b-instruct 0.1850 0.0247 0.3367 0.0519 0.5400 0.0849 0.3539
+LoRA SFT 0.1039 0.0387 -43.84 0.3267 0.0450 -2.97 0.5800 0.0283 7.41 0.3368 -4.81
+LoRA GRPO (cov/con reward) 0.2085 0.0328 12.73 0.3667 0.0205 12.24 0.5600 0.0748 3.70 0.3784 6.93
+LoRA GRPO (semantic reward) 0.2482 0.0054 34.16 0.2500 0.0424 -25.74 0.6000 0.0490 11.11 0.3661 3.44

gpt-4o-2024-08-06 0.4380 0.5000 0.5400 0.4927
gemini-1.5-pro-002 0.3320 0.4400 0.5200 0.4307
claude-3-5-sonnet-20240620 0.4570 0.5100 0.5600 0.5090

Table 5: Full Performance comparison (avg ± SD, 3 runs) on Nitibench-CCL and Nitibench-Tax, extending Table 1:
Baseline vs. SFT, GRPO (cov/con reward), GRPO (semantic reward). Relative performance gains over baseline are
indicated.

Model Citation F1 ↑ SD gains (%) Coverage ↑ SD gains (%) Consistency ↑ SD gains (%) Joint score ↑ gains (%)

Nitibench-CCL (In-Domain)

openthaigpt1.5-qwen2.5-7b-instruct 0.4299 0.0048 0.5556 0.0010 0.8234 0.0048 0.6030
+LoRA SFT 0.5613 0.0069 30.56 0.5930 0.0024 6.73 0.8371 0.0031 1.66 0.6638 10.08
+LoRA GRPO (cov/con reward) 0.7197 0.0020 67.40 0.6680 0.0034 20.23 0.8705 0.0034 5.72 0.7527 24.84
+LoRA GRPO (semantic reward) 0.7017 0.0016 63.23 0.7214 0.0041 29.84 0.8554 0.0021 3.89 0.7595 25.96

+LoRA GRPO (semantic + cov/con rewards) 0.6912 0.0024 60.77 0.6109 0.0049 9.95 0.8529 0.0032 3.58 0.7183 19.13
+LoRA GRPO (w/o answer reward) 0.6704 0.0022 55.95 0.5484 0.0042 -1.29 0.8037 0.0086 -2.39 0.6742 11.82

Nitibench-Tax (Out-of-Domain)

openthaigpt1.5-qwen2.5-7b-instruct 0.1850 0.0247 0.3367 0.0519 0.5400 0.0849 0.3539
+LoRA SFT 0.1039 0.0387 -43.84 0.3267 0.0450 -2.97 0.5800 0.0283 7.41 0.3368 -4.81
+LoRA GRPO (cov/con reward) 0.2085 0.0328 12.73 0.3667 0.0205 12.24 0.5600 0.0748 3.70 0.3784 6.93
+LoRA GRPO (semantic reward) 0.2482 0.0054 34.16 0.2500 0.0424 -25.74 0.6000 0.0490 11.11 0.3661 3.44

+LoRA GRPO (semantic + cov/con rewards) 0.1830 0.0048 -1.04 0.3067 0.3682 -8.91 0.5267 0.0499 -2.47 0.3388 -4.26
+LoRA GRPO (w/o answer reward) 0.1662 0.0090 -10.16 0.3133 0.0125 -6.93 0.5333 0.0189 -1.23 0.3376 -4.60

Table 6: Ablation results for OpenThaiGPT1.5-7B-Instruct on Nitibench-CCL and Nitibench-Tax. Compares LoRA
GRPO performance using combined semantic and coverage/consistency (semantic + cov/con) rewards vs LoRA
GRPO without any answer-specific reward (w/o answer reward).
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