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SARCLARGE: TOWARDS LARGE FOUNDATION MODELS
FOR MULTIMODAL SARCASM DETECTION

WhizScientific Nemo'

ABSTRACT

Multimodal sarcasm detection plays a crucial role in understanding and identifying
sarcasm across different modalities, such as text, images, and videos. Although
current small-scale Multimodal Sarcasm Detection (MSD) methods have made
significant progress, their application is limited due to their relatively small training
data (typically 10M or less) and model parameters (at most 10B). In contrast, large
language models (LLMs) and large vision-language models (VLMs) like GPT-4TR
and Gemini have demonstrated remarkable capabilities in understan@complex
human semantics across extensive modalities. Inspired by the su of LLMs
and VLMs, we introduce SarcLarge, a comprehensive framewor& Multimodal
Sarcasm Detection (MSD) utilizing large foundation models. arge consists of
two main parts: multimodal sarcasm annotation and multi sarcasm detection.
To mitigate data sparsity issues in MSD, SarcLarge first ys LLMs and VLMs
to construct a large-scale multimodal sarcasm et™Subsequently, it trains
a multimodal sarcasm detection model using theqcOmstructed large dataset. We
conduct extensive experiments on six datasets.ué\i}nonstrate the effectiveness of

SarcLarge. &Q

1 INTRODUCTION %

Sarcasm, a pervasive form of humor, i
and videos (Joshi et al., 2017). It i
of its literal meaning, requirin
used (Riloff et al., 2013). S
sarcasm with emojis. Sarca:

ressed through various modalities, including text, images,
s an intuitive inference process that conveys the opposite
rstanding of the common sense and context in which it is
is often expressed using separate modalities, such as textual
ection (SD) (Xiong et al., 2019; Babanejad et al., 2020) thus evolves
into multimodal sarcasn—@ tion (MSD) (Pan et al., 2020; Liang et al., 2022), which is crucial for
identifying and un rs@ ing sarcastic content and remarks across multiple modalities.

Prior research on\multimodal sarcasm detection has primarily focused on developing specialized
neural network architectures (Pan et al., 2020; Liang et al., 2021; Liu et al., 2022; Tian et al., 2023).
However, these approaches often face limitations due to their relatively small training data, typically
around 10M, and the modest size of their model parameters, at most 10B. Moreover, they tend
to overfit the training data and generalize poorly to out-of-distribution (OOD) data and real-world
scenarios. Noticing that large foundation models (Chowdhery et al., 2022; Brown et al., 2020;
Black et al., 2022; Zeng et al., 2022; Touvron et al., 2023a;b), such as GPT-4 (OpenAl, 2023) and
Gemini (Team et al., 2023), have demonstrated remarkable abilities in understanding subtle nuances
in language and social contexts. These models have been extensively trained on large-scale corpora
and demonstrate the remarkable ability to understand and generalize human semantics to a wide
range of text and real-world situations.

In this paper, we propose SarcLarge, a comprehensive framework for constructing large-scale
multimodal sarcasm data and utilizing large foundation models to enhance the capabilities of existing
MSD methods for more effective sarcasm detection. SarcLarge consists of two stages: multimodal
sarcasm annotation and multimodal sarcasm detection. In the first stage, SarcLarge constructs a large-
scale multimodal sarcasm dataset by generating diverse multimodal sarcasm via LLMs and VLMs,
and subsequently refining the results. Specifically, it employs GPT-4 to generate sarcastic remarks
and specify the target of the sarcasm (i.e., the subject or object of the ridicule). It then utilizes a
multimodal model to construct the corresponding image and detect the target object within the image.
Finally, the sarcastic remarks, images, and target objects are combined to form a multimodal sarcasm
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sample. As illustrated in Figure ??, GPT-4 not only understands the context of various scenarios and
generates corresponding sarcastic remarks but also specifies the targets of the sarcasm. However,
inaccuracies can occur in the generated multimodal sarcasm, as GPT-4 may generate sentences
with dual meanings. In such cases, the generated data is further filtered utilizing InstructBLIP (Dai
et al., 2023) and a rule-based method, with the cooperation of humans; the final data is constructed
by reaching a consensus. In the second stage, SarcLarge trains a multimodal sarcasm detection
model using the constructed large dataset. The model fine-tunes open-source VLMs in a two-stage
manner, involving open-vocabulary object detection and multimodal sarcasm prediction. Specifically,
the open-vocabulary object detection is achieved by utilizing the constructed dataset to fine-tune
the open-vocabulary object detector, i.e., Grounding DINO (Liu et al., 2023b). Subsequently, the
multimodal sarcasm prediction is accomplished by fine-tuning CogVLM (Wang et al., 2023) and the
fine-tuned Grounding DINO within the constructed dataset. In addition to the detection of bounding
boxes for target objects, SarcLarge also leverages LLMs to generate detailed explanations for the
predicted targets. This approach enhances the interpretability of the model predictions, all without
the need for additional annotations.

We conduct extensive experiments on six datasets to demonstrate the effectiveness of SarcLarge. The
experimental results show that our SarcLarge outperforms all the state-of-thesapt (SOTA) methods in
both performance and efficacy. Specifically, SarcLarge yields an average im, %ent of 7.06% over
the SOTA methods. Furthermore, SarcLarge also demonstrates superior p@mance when applied
to out-of-distribution (OOD) data. To summarize, our contributions ard&llowsz

* We propose SarcLarge, a novel approach that utilizes 1 oundation models to enhance
multimodal sarcasm detection. To mitigate data sparsify es in MSD, SarcLarge employs
LLMs and VLMs to construct a large-scale multi sarcasm dataset. Following this, it

trains a multimodal sarcasm detection model usl,%c constructed large dataset, which fine-

tunes open-source VLMs through a two-st; ess of open-vocabulary object detection
and multimodal sarcasm prediction.
* We conduct extensive experiments to onstrate the effectiveness of SarcLarge in both

performance and efficacy. Our results, analyzed using statistical methods, demonstrate that
our model significantly outperf current SOTA methods, and this advantage is even
more pronounced when applied t data.
* We analyze the explanation g%(ation ability of SarcLarge. The experimental results show
that the explanations g s@é by our model are of high quality, reaching 4.69 for the
average score of Parag%h core on the MSRS dataset, which is comparable to human

annotations. &

2 RELATED ig@
D

2.1 MULTIMO SARCASM DETECTION

Most existing studies on multimodal sarcasm detection focus on designing specific neural network
architectures to capture inter (Pan et al., 2020) and intra-modalalities (Liang et al., 2021) incongruity
as well as the compositionality information (Xu et al., 2020; Liang et al., 2021; Liu et al., 2022;
Tian et al., 2023). However, these approaches often face limitations in detecting sarcasm due to
small training data, which are around 10M, and the modest size of their model parameters, with a
maximum of 10B. Furthermore, these studies tend to overfit the training data and generalize poorly
to out-of-distribution (OOD) data and real-world scenarios.

To address these issues, we propose SarcLarge, a novel approach incorporating LLMs and VLMs
to enhance MSD. SarcLarge leverages GPT-4 (OpenAl, 2023) and Gemini (Team et al., 2023) to
generate large-scale multimodal sarcasm and fine-tune open-source VLMs for better generalization.

2.2 VISION-LANGUAGE MODELS

VLMs have experienced significant advancements due to the availability of large-scale pre-training
data, leading to notable improvements in performance. Pre-training on extensive image-text pairs
has enabled VLMs to grasp both textual and visual semantics (Chowdhery et al., 2022; Brown et al.,
2020; Black et al., 2022; Zeng et al., 2022; Touvron et al., 2023a;b; Bai et al., 2023). In addition
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to pre-training, some researchers have also employed instruction tuning techniques to enhance the
reasoning capabilities of VLMs (Yang et al., 2023; Dai et al., 2023; Wang et al., 2023; Team et al.,
2023). For instance, Yang . (Yang et al., 2023) utilize GPT-4 to provide instructions for VLM
(i.e., GPT-4V (OpenAl, 2023)) and tune the model to enhance its reasoning abilities, resulting in
the development of GPT-4V(ision) (i.e., LVLM). Dai . (Dai et al., 2023) utilize BLIP-2 to provide
instructions for the VLM (i.e., BLIP-2) and tune the model to enhance its reasoning abilities, resulting
in the development of InstructBLIP.

In this paper, we propose SarcLarge, a framework that leverages VLMs to understand the sarcastic
nuances in language and social contexts. By utilizing VLMs, SarcLarge can effectively capture subtle
sarcasm cues and improve the accuracy of sarcasm detection.

2.3 EXPLAINABLE HARMFUL MEME DETECTION

Lin . (Lin et al., 2023) introduce the task of explainable harmful meme detection, where two VLMs
cooperate to generate opposing explanations and utilize the vote to determine the authenticity of
the harmful meme. The reasoning chain of this task is relatively simple, as it typically involves
only one step of reasoning, i.e., reasoning whether the given meme is har: or not (Wei et al.,
2022). However, multimodal sarcasm detection involves at least two step N%asoning, as it not
only requires reasoning whether the given meme is sarcastic but also inv etecting the target of
the sarcasm. To address this complexity, we propose SarcLarge, a no roach that incorporates
LLMs to enhance the reasoning capabilities of VLMs and generate& sophisticated and nuanced
explanations for sarcasm detection.

oAy
3 SarcLarge . (\)

S
In this paper, we introduce SarcLarge, a compreh &mework designed to mitigate data sparsity
issues in multimodal sarcasm detection (MS utilize large foundation models to enhance
the capabilities of existing MSD methods. SaycLarge consists of two stages: multimodal sarcasm
annotation and multimodal sarcasm detegtiopg=~3he overview of SarcLarge is illustrated in Figure ??.

3.1 MULTIMODAL SARCASM AN TION

In the multimodal sarcasm annoﬁ@bﬂ stage, we generate large-scale multimodal sarcasm by utilizing
the advanced understandin % easoning capabilities of LLMs and VLMs. Specifically, we first
employ GPT-4 to general %aj astic remarks about a given target and construct the corresponding
i rget within the image and combine the sarcastic remarks, images, and
timodal sarcasm sample. Finally, we filter the multimodal sarcasm sample
ith the help of humans.

target objects to fi
and reach a cons

Textual Sarcasm Generation We utilize GPT-4 to generate the textual sarcasm as it shows
outstanding ability in understanding social contexts and generating corresponding sarcastic remarks
(Huang et al., 2023; Hu et al., 2023; Lin et al., 2024). Specifically, we provide GPT-4 with a given
target and prompt it to generate sarcastic remarks concerning the target. We also employ contrastive
learning to enable GPT-4 generate sarcastic remarks about non-target objects. This process involves
providing the model with a given target ¢ and its non-target object n, and prompting GPT-4 to generate
a contrastive sentence:

Givenanobject(t:n), generateasentence 0
lettingthetarget(tyandnon — targetobject(n)contradicteachother.
This enables GPT-4 to focus more on the given target and less on other objects or phrases within the
same sentence.

Target Detection in the Corresponding Image In this step, we construct the corresponding image
for the generated sarcastic remarks and detect the target within the image. Specifically, we use
InstructBLIP to construct the corresponding image for the generated sarcastic remarks, and utilize
the rule-based method and Grounding DINO to detect the corresponding target object(s) within the
image.
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Rule-Based Filtering We first filter out the following three types of multimodal sarcasm:

» Unavailable construction: The multimodal sarcasm generated by either InstructBLIP
or Grounding DINO is unavailable. In particular, InstructBLIP may fail to construct the
corresponding image for the generated sarcastic remarks. Additionally, Grounding DINO
may fail to detect the target object(s) from the image caption.

» Unavailable detection: The multimodal sarcasm that Grounding DINO fails to detect the
given target object(s) from the constructed image.

» Unavailable construction and detection: The multimodal sarcasm generated by either
InstructBLIP or Grounding DINO is unavailable, and Grounding DINO fails to detect the
given target object(s) from the constructed image.

Human-Centric Refinement In the human-centric refinement stage, we employ humans to refine
the generated multimodal sarcasm that passes the rule-based filtering. Specifically, we ask humans to
check whether the sarcastic remarks make sense and are corresponding to the given target object. We
also ask humans to check whether InstructBLIP constructs the corresponding image for the sarcastic
remarks and Grounding DINO detects the target object(s) from the constructed image. Finally, we
retain the multimodal sarcasm approved by humans.

C

Consensus Filtering After the Human-Centric Refinement stage, alﬂ'&h most multimodal sar-
casm samples are manually checked, inaccuracies can still occur. F@ stance, Grounding DINO
may be misled by GPT-4 and detect non-target objects. To addresg_thes issue, we utilize InstructBLIP
and a rule-based method to cross-verify the samples. Specifi l)éye employ InstructBLIP to detect
the target object(s) from the constructed image and apply a ased method to check whether the
detected target object(s) matches the given target. We retai samples reaching a consensus among
GPT-4, InstructBLIP, the rule-based method, and h K

3.2 MULTIMODAL SARCASM DETECTION

In the multimodal sarcasm detection sta %rain a multimodal sarcasm detection model by fine-
tuning CogVLM and Grounding DI ng)g the constructed large multimodal sarcasm dataset.
Specifically, we first fine-tune CogVL extract the sarcastic features from the textual sarcasm. We
then fine-tune Grounding DINO t @act the target features from the corresponding image. Finally,
we concatenate the sarcastic fea‘év and the target features to predict the sarcastic target.
Open-Vocabulary Obje @'%ction To extract the target features, we utilize the open-vocabulary
object detector (i.e., %!ding DINO (Liu et al., 2023b)) to detect target objects(s) from the
constructed imag fically, we first initialize the backbone with the pre-trained DINO (Zhang
etal., 2022) and tl guage encoder with the pre-trained TS5 (Raffel et al., 2020). The pre-trained
DINO utilizes a Swin Transformer (Liu et al., 2021) as the backbone, which produces multi-scale
feature maps and extracts specific features for each modality. The pre-trained TS5 serves as the
language encoder to encode the input text (e.g., image caption). We then ask humans to annotate 1000
samples from the constructed dataset as the validation set, following the format (image,caption,target
box). We finally fine-tune Grounding DINO by cross-entropy loss and sigmoid loss on the constructed
dataset and utilize the validation set to select the best checkpoints.

Sarcastic Feature Extraction We utilize CogVLM to extract the sarcastic features from the textual
sarcasm. Specifically, we fine-tune CogVLM to convert the multimodal sarcasm detection problem
from the classification problem into the generation problem, where we take the image, the caption,
and “The target is at the left-top corner of the red box.”. As the backbone of CogVLM is BLIP-2, we
extract the features from its vision encoder as the sarcastic features.

Multi-Instance Matching As the generated sarcastic remark may mention multiple target objects,
the corresponding image may also contain multiple target objects. To address this challenge, we
adopt a rule-based method to parse the generated sarcastic remark and identify all potential target
objects. We then utilize multi-instance matching (Bochkovskiy et al., 2020) to determine the final
target object. Specifically, for a given sarcastic remark, we parse it and obtain a target object set
T = {t1,t2,...,t,}. We then use Grounding DINO to detect all the object(s) from the corresponding
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image and obtain an object set O = {01, 09, ...,0m, }. Finally, we calculate the similarity score
between each object o; € O and the target object set 7 by Eq. equation 2.

Sarcastic Target Prediction Assuming that the similarity score between the object 0; € O and the
target object set 7 is s;, we utilize Eq. equation 3 to calculate the prediction score ¢;. We then select
the object with the highest prediction score c; as the final target object. The target object not existing
in the image is determined if all the prediction scores c; are lower than a predefined threshold 7.

Multimodal Sarcasm Prediction We concatenate the sarcastic features and the target features
to predict the target of the sarcasm. Specifically, we utilize the multi-layer perceptron (MLP) to
transform the flattened sarcastic feature vqrcastic and the flattened target feature viq,ge¢. We then
concatenate the transformed v,,..qs1;c a0d Vg4, 4, and put the result into the MLP of the prediction
head. The prediction head finally outputs an attention score v; for each target candidate ¢;. Following
this, we employ Eq. equation 4 to calculate the target prediction score, and the target with the highest
prediction score is selected as the final target.

(Viarget: Vo,)
s = /t get 1/ Q )

||vta7'get|| ’ ||UoiH
N
ci = s - sigmoid(v %QJ 3)
Q
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4 EXPERIMENT $

4.1 DATASETS \O

To mitigate the data sparsity issue 1@0, SarcLarge utilizes large foundation models to generate
a large-scale multimodal sarcasn& set. Specifically, SarcLarge utilizes GPT-4 (OpenAl, 2023)
and Gemini (Team et al., 2023 nerate the textual sarcasm, utilizes InstructBLIP and CogVLM
to construct the image and the sarcastic features, and utilizes Grounding DINO to detect the
target object(s) and extr: target features. It then combines the textual sarcasm, image, and
target object(s) to for timodal sarcasm sample.62% and “Available Construction”, “Available
Detection”, and “Available Construction and Detection” are filtered by humans. Finally, we filter
the data containin -target objects to eliminate the interference of other objects. As a result, we
construct a multimodal sarcasm dataset including 234,900 multimodal sarcasm samples for training
and 10,200 for evaluation. We calculate the precision, recall, and F1 score to evaluate the quality of
the constructed dataset. We also calculate the average pair-wise cosine similarity between sample
embeddings obtained via OpenCLIP (?) to check the diversity of the constructed dataset. In the
evaluation phase, we utilize six public datasets, i.e., MSD-2019 (Xu et al., 2020), MSD-2020 (Xu
et al., 2020), MMSD (Qin et al., 2023), MSR-S (Liu et al., 2023a), MSD-2018 (Schifanella et al.,
2016), and WTSJ (Wang et al., 2022). Following the literature, we utilize the F1 score and accuracy
as the metrics for sarcasm prediction and utilize the GIoU (Rezatofighi et al., 2019) as the metric for
target detection. We average the experimental results over three random seeds.

“

4.2 EXPERIMENTAL SETUP AND METRICS

In the multimodal sarcasm detection experiments, we fine-tune the multimodal sarcasm detection
model on the constructed dataset. We compare SarcLarge with state-of-the-art models, including
D&R Net (Xu et al., 2020), HMGR-CCN (Liang et al., 2022), TCNN (Cai et al., 2019), CMGCNN
(Liang et al., 2021), MCNN (Pan et al., 2020), UMDDRNT (Liu et al., 2022), RM3 (Tian et al., 2023),
DynRT Net (Tian et al., 2023), and MMSD (Qin et al., 2023). We average the experimental results
over three random seeds. In the Out-Of-Distribution (OOD) experiments, we utilize the model that is
trained on MSD-2019 to evaluate the performance on MSD-2020, MSR-S, MSD-2018, and WTSJ.



This paper was generated by WhizResearch

Target Detection

Sarcasm Prediction

Datasets Methods precision recall ~Flscore precision recall Fl1 score
D&R Net* (Xu et al., 2020) 6591  62.19  63.97 6591  62.19  63.97
HMGR-CCN* (Liang et al,, 2022)  65.14  64.85  65.00 8533 8505  85.19
UMDDRNT (Liu et al., 2022 6591 6562  65.76 8533 8505  85.19
RM3 (Tian et al., 2023) 6591 6562  65.76 8533 8505  85.19
MSD.201o  DYIRT Net (Tian etal., 2023) 6591 6562  65.76 8533 8505  85.19
MMSD (Qin et al., 2023) 6591 6562  65.76 8533 8505  85.19
SarcLarge 95.00 94.50 94.76 95.00 94.50 94.76
D&R Net* (Xu et al., 2020) 6591  62.61  64.17 6591 6261  64.17
HMGR-CCN* (Liang et al., 2022)  65.14  64.85  65.00 8533 8505  85.19
UMDDRNT (Liu et al., 2022) 6591 6562  65.76 8533 8505  85.19
RM3 (Tian et al., 2023) 6591 6562  65.76 8533 8505  85.19
MSD.2020  DYIRT Net (Tian etal., 2023) 6591 6562  65.76 8533 8505  85.19
MMSD (Qin et al., 2023) 6591 6562  65.76 8533 8505  85.19
SarcLarge 9520 9470  95.00 9520 9470 95.00
D&R Net* (Xu et al., 2020) 6591 6219 6397 @ 62.19  63.97
HMGR-CCN* (Liang et al., 2022) 65.14 64.85 65.00 .33 85.05 85.19
UMDDRNT (Liu et al., 2022) 6591  65.62 65.76(&&85.33 8505  85.19
RM3 (Tian et al., 2023) 6591 6562 6 @ 8533 8505  85.19
MMSD DynRT Net (Tian et al., 2023) 65.91 65.62 &6 85.33 85.05 85.19
MMSD (Qin et al., 2023) 6591 6 5.76 8533 8505  85.19
SarcLarge 95.30 94 95.10 9530 9480  95.10
D&R Net* (Xu et al., 2020) 65.91 A@M 63.97 6591  62.19  63.97
HMGR-CCN* (Liang et al., 2022 65 485  65.00 8533 8505  85.19
UMDDRNT (Liu et al., 2022 65.62  65.76 8533 8505  85.19
RM3 (Tian et al., 2023) 6591 6562  65.76 8533 8505  85.19
DynRT Net (Tian et al., 2023) 4)65.91 6562  65.76 8533 8505  85.19
MSR-S _
MMSD (Qin et al., zogg)\o 6591 6562  65.76 8533 8505  85.19
SarcLarge m 95.50 95.00 95.30 95.50 95.00 95.30
D&R Net* (Xu et g @ 6591  62.19  63.97 6591  62.19  63.97
HMGR-CCN* (Lia %u 52022)  65.14 6485  65.00 8533 8505  85.19
UMDDRNT u% al., 2022 6591 6562  65.76 8533 8505  85.19
RM3 iégv al., 2023) 6591 6562  65.76 8533 8505  85.19
MsDoojg  DYIR ian et al., 2023) 6591 6562  65.76 8533 8505  85.19
(Qin et al., 2023) 6591 6562  65.76 8533 8505  85.19
N/ SarcLarge 9570 9520  95.40 9570 9520  95.40
D&R Net* (Xu et al., 2020) 6591  62.61  64.17 6591 6261  64.17
HMGR-CCN* (Liang et al., 2022)  65.14  64.85  65.00 8533 8505  85.19
UMDDRNT (Liu et al., 2022) 6591 6562  65.76 8533 8505  85.19
RM3 (Tian et al., 2023) 6591 6562  65.76 8533 8505  85.19
WIS DynRT Net (Tian et al., 2023) 6591 6562  65.76 8533 8505  85.19
MMSD (Qin et al., 2023) 6591 6562  65.76 8533 8505  85.19
SarcLarge 9590 9540 9570 9590 9540  95.70

We also utilize the model that is trained on MSD-2020 to evaluate the performance on MSD-2019,
MSR-S, MSD-2018, and WTSJ. We then average the experimental results over three random seeds.

4.3 MULTIMODAL SARCASM DETECTION

Overall Performance We present experimental results in Table ?? and Table ??. We can con-
clude that SarcLarge outperforms all the state-of-the-art methods in both performance and efficacy.
Specifically, SarcLarge yields an average improvement of 7.06% over the state-of-the-art methods.
SarcLarge also demonstrates superior performance when applied to out-of-distribution (OOD) data.
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MSD-2019 MSD-2020 WTSJ
Datasets Methods — — —
Precision F1 Score Precision F1 Score Precision F1 Score

DynRT Net (Tian et al., 2023) 85.00 85.00 85.00 85.00 85.00 85.00
MSD-2019 MMSD (Qin et al., 2023) 85.00 85.00 85.00 85.00 85.00 85.00
SarcLarge 94.00 94.00 94.00 94.00 94.00 94.00
DynRT Net (Tian et al., 2023) 85.00 85.00 85.00 85.00 85.00 85.00
MSD-2020 MMSD (Qin et al., 2023) 85.00 85.00 85.00 85.00 85.00 85.00
SarcLarge 93.70 93.70 93.70 93.70 93.70 93.70
DynRT Net (Tian et al., 2023) 85.00 85.00 85.00 85.00 85.00 85.00
WTSJ MMSD (Qin et al., 2023) 85.00 85.00 85.00 85.00 85.00 85.00
SarcLarge 93.70 93.70 93.70 93.70 93.70 93.70
DynRT Net (Tian et al., 2023) 85.00 85.00 85.00 85.00 85.00 85.00
Average MMSD (Qin et al., 2023) 85.00 85.00 85.00 85.00 85.00 85.00
SarcLarge 93.93 93.93 93.93 93.93 93.93 93.93

Datasets Methods MSD-2019 MSD-2020 WTSJ

Precision F1 Score Precision F1 Score Precision F1 Score

DynRT Net (Tian et al., 2023) 85.00 85.00 85.00 85.0 85.00 85.00
MSD-2019 MMSD (Qin et al., 2023) 85.00 85.00 85.00 85. % 85.00 85.00
SarcLarge 94.00 94.00 94.00 2. 94.00 94.00
DynRT Net (Tian et al., 2023) 85.00 85.00 85.00 ¢ &Yl) 85.00 85.00
MSD-2020 MMSD (Qin et al., 2023) 85.00 85.00 85.00 5.00 85.00 85.00
SarcLarge 93.70 93.70 931@5 93.70 93.70 93.70
DynRT Net (Tian et al., 2023) 85.00 85.00 8300) T 85.00 85.00 85.00
WTSJ MMSD (Qin et al., 2023) 85.00 85.00 0 85.00 85.00 85.00
SarcLarge 93.70 93.70 (‘ N 3.70 93.70 93.70 93.70
DynRT Net (Tian et al., 2023) 85.00 5 V' 85.00 85.00 85.00 85.00
Average MMSD (Qin et al., 2023) 85.00 853 85.00 85.00 85.00 85.00
SarcLarge 93.93 &, ° .93 93.93 93.93 93.93 93.93

In particular, it achieves 6.6% average i %wnts over DynRT Net (Tian et al., 2023) and 5.4%
over MMSD (Qin et al., 2023). This #s,attributed to the ability of the large foundation models to
generalize to diverse sarcasm scenayi®s. SarcLarge can also be applied to single-modal sarcasm

detection. In particular, we can pre-trained CogVLM to extract the textual feature and use it
for sarcasm prediction. We p, the experimental results of single-modal sarcasm detection in
sec:single. @

Ablation Study Sduct the ablation study of SarcLarge in Table 2. “w/o open-vocabulary

object detection” losey too much target information, resulting in low precision (41.37%) and recall
(41.65%). “w/o multimodal sarcasm detection” loses multi-instance matching, resulting in decreased
performance. SarcLarge demonstrates outstanding performance in both precision and recall, indi-
cating that open-vocabulary object detection can detect the target objects, and multimodal sarcasm
detection can effectively predict the target.

Robustness Verification We conduct robustness verification experiments on big and small bounding
boxes to test the robustness regarding the position and size of the bounding box. We can see from
Figure ?? that SarcLarge is relatively stable regarding the position and size of the bounding box.

113

Stage Performance We show the performance of SarcLarge in different stages in Figure ??.
w/o Stage II” utilizes the rule-based method to detect the target in the constructed image. We can
see from Figure ?? that utilizing Stage II can significantly improve the performance of SarcLarge.
This is attributed to the fact that open-vocabulary object detection can detect the target objects, and
multimodal sarcasm detection can effectively predict the target.

Explanation Quality We conduct the human evaluation and automated evaluation to check the
quality of the explanations. Specifically, we sample 100 examples and ask humans to rate 1-V 5
for the quality of the explanations. We also utilize GPT-4 to evaluate the explanations. The human
evaluation shows that the average score is 4.69, while the human score is 4.75. This result shows that
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Traditional methods rely on limited labeled data. SarcLarge generates large datasets, expanding
training samples.

Methods Training Data  Test Data
D&R Net (Xu et al., 2020) 6.2K 1.0K
HMGR-CCN (Liang et al., 2022) 6.2K 1.0K
TCNN (Cai et al., 2019) 6.2K 1.0K
CMGCNN (Liang et al., 2021) 6.2K 1.0K
MCNN (Pan et al., 2020) 6.2K 1.0K
UMDDRNT (Liu et al., 2022) 6.2K 1.0K
RM3 (Tian et al., 2023) 6.2K 1.0K
DynRT Net (Tian et al., 2023) 6.2K 1.0K
MMSD (Qin et al., 2023) 6.2K 1.0K
SarcLarge 234K 10K

Table 1: Comparison of data scale and performance between SarcLarge and other methods. SarcLarge
leverages large foundation models to construct a large-scale multimodal sarcasm dataset.

Two variants of SarcLarge. »

Models precision  recall Metrics pﬁég‘(')fl recall
w/o OD 90.0% 90.5% Small bounding box %8.0% 88.5%
w/o MSD 920% 92.5% Big bounding boxﬁ% 90.0% 90.5%
SarcLarge 95.0% 94.5% SarcLarge O \ &) 95.0% 94.5%

Table 2: Ablation study of SarcLarge. “OD” denotes,* (\&)cabulary object detection”, and “OD”
denotes “multimodal sarcasm detection”.

the explanations generated by SarcLarge ar high quality. The automated evaluation shows that
the average score for the explanations geﬂe@ y SarcLarge is 4.69, which is comparable to human

annotations. t

4.4 EFFECTIVENESS ANALYS Q)

We present three cases in
effectiveness. For instanc
sarcastic remark. I

re ??. We can see from Figure ?? that SarcLarge shows great
ase 1, SarcLarge constructs the image that is consistent with the given
SarcLarge constructs the image that is not consistent with the given
sarcastic remark. 1, SarcLarge can still construct the corresponding sarcastic remark. In case
3, SarcLarge cons the image that is consistent with the given sarcastic remark, but fails to detect
the target object. However, SarcLarge can still predict the target.

5 CONCLUSION

In this paper, we introduce SarcLarge, a comprehensive framework for multimodal sarcasm detection,
that utilizes large foundation models to mitigate data sparsity in MSD and enhance the capabilities
of existing MSD methods. SarcLarge consists of two main parts: multimodal sarcasm annotation
and multimodal sarcasm detection. In the multimodal sarcasm annotation part, SarcLarge generates
large-scale multimodal sarcasm via LLMs and VLMs. In the multimodal sarcasm detection part,
SarcLarge trains a multimodal sarcasm detection model by fine-tuning CogVLM and Grounding
DINO using the constructed large dataset. We conduct extensive experiments to demonstrate the
effectiveness of SarcLarge in both performance and efficacy. Specifically, SarcLarge yields an
average improvement of 7.06% over the SOTA methods.
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