A Kronecker Product and Vectorization

Given two matrices A € R™*™ and B € RP*9, the Kronecker product A ® B € RP™*9" is defined
as follows:
AllB s AlnB

A® B = : :
AmiB -+ AnnB

One of the most important properties of the vectorization with the kronecker product is vec[AB] =
(I, ® A) vec[B] where the vectorization of B (i.e., vec[B] € R™") can be obtained by stacking the

columns of the matrix B € R™*™ into a single column vector. We summarize a few other properties
of kronecker product and vectorization used in our proofs as follows:

* |A® Bll2 = [|[All2]|B]2

c[AoB|"T =AT @ BT

s vec[ABC] == (CT ® A)vec|B] = (I, ® AB) vec[C] = (CT BT @ I},) vec[A]
* [AB]® [CD] =[A® C][B ® D]

B Proofs

B.1 Proof of Proposition 1]
Proof. Since S is symmetric,
vee[ZHY] = vec[X] 4 v vec[g(F)ZWS] = v[S @ g(F)] vec[ZD] + vec[X].

By repeatedly apply this to Z(),

H

vec[ZH)] = Z’y [S @ g(F)]* vec[X] :ZWk[Sk(@g(F)k]vec[X].
k=0

Let sy = ZkH:O 7v*[S*¥ @ g(F)*]. Then for H > I, by using the triangle inequality of a norm and
the submultiplicativity of an induced matrix norm,

H H
s —silla= | > A ISF@g®M| < DY WISt @@,
k=i+1 o k=l+1
Z HII75®9 N,
k=l+11i=1
Z H7HS|| lg(F)l¢
k=Il+11i=1

where the last line follows from the property of the Kronecker product. Since S is symmetric and
normalized,

HSHQ = |)\max(S)‘ <1
Since e > 0,

__IFTFllp
F IIFTF|p +ep

lg(F)l2 < [lg(F T

e = H Tagam

In other words, there exists ¢ € [0, 1) such that ||g(F)|l2 < . Combining,

H
sz = sill2 < Z HVHSH lg(F)le < Z Hvé— > ().
k=14+1i=1 E=l41i=1 k=l+1
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Here, we have v € [0, 1) since v € (0,1] and § € [0, 1). Thus, we have ZkHZO(fﬂ?)k = %.
Therefore,

H H l I+1 H+1 I+1
_ ()™ - (v9) (v9)
> (9 =309k = Y0 <O
k=141 k=0 k—0 1—~ 1 =76

Combining

H 1+1
lsi— sl < 3 (o)t < 00

k=i+1 1—76

: o : . -
Since ||sg — sif|2 < % with 76 < 1, we have that for any € > 0, there exists an integer [ such

that ||szr — s;]|2 < € for any H,l > I. Thus, the sequence (s;); = (ka:o RISk @ g(F)k)), is a
Cauchy sequence and converges.

Since it converges, by recalling the fact that for an matrix M,

H
(1—M) <ZM’“> =1 — M

k=0

we have that

H H
(I —~[S®g(F) (ggan’y’“[S’%@g(F)’“}) = Jim (I-[S@g(F)) (D 11s" @g(F ])
k=0 k=0
= lim (I =4S @ (7))
—1

where the last line follows from the fact that

H

Iy TS g (F) T ]2 < TT IS @ g(F)]ll, = HVHSII lg(F) e < (v6)" =0 as H — o0
i=1

where the inequalities follows from the above equations used to bound ||sg — s;]|2.

This implies that

H
(1}520 > AksF g(F)k]> =TI —7[S®gF)) ",
k=0

if the inverse (I — y[S @ g(F)])~" exists. This inverse exists, which can be seen by the following
facts. From the above equations used to bound ||sg — ;|2 (and the fact that S and g(F') are
symmetric and hence their singular values are the absolute values of their eigenvalues), we have

Amax (Y[S ®g( ) = Y Amax (S) Amax (g(F)) < 1. Also, since (I —v[S ® g(F)]) is real symmetric
(as [S®g(F)]T =[ST®g(F)"] = [S®g(F))), all the eigenvalues of the matrix (I —~[S ® g(F)])
are real numbers. Combining these facts, all the eigenvalues of (I —~[S ® g(F")]) are strictly positive
(since the eigenvalues of the identity matrix I are ones). Therefore, (I — v[S ® g(F')]) is positive
definite and invertible.

Using these results, we have

lim vec[ZM)] = (I —~[S @ g(F)]) ™" vec[X].

H—o0

vec[f(X, F, B)] = vec [B ( Jim z<H>)] = [[,®B] vec [( Jim z<H>)] = [I,®B] (I — v[S ® g(F)]) " vec[X].

O
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B.2  Proof of Proposition[3]
Proof. By the definition of Z (H) = Z;H}

lim vec[Z)] = Hlim vec[yg(F)ZH=DS 1+ X] = 4[S@g(F)) (I}im Vec[Z(H_l)D +vec[X].
—00 —00

H—o00

Since we have shown that the limit exists in Proposition E, we can define Zx p = limpy o0 Z (H),
Then the above equation can be rewritten as

vec[Zx r] =[S ® g(F)] vec|Zx ] + vec[X],
which is equivalent to

vec[Zx p| — S ® g(F)] vec[Zx r] — vec[X] = 0.

Define a function
p(vec[F],vec[Z]) = vec[Z] — v[S ® g(F)] vec|[Z] — vec[X],

where F' and Z are independent variables of this function . For general F' and Z, ¢(vec[F], vec[Z])
is allowed to be nonzero. In contrast, we have ¢(vec[F], vec[Zx r]) = 0 where F and Zx  are

dependent variables because of the definition of Zx r = limpy_, o Z&H}

With this definition, we have

= 5 Op(vec[F], vec[Z]) 7 3
J(F,Z) = 0 vec[Z] (F,Z)=(F,Z) = folsed)

Here, ¢(vec[F],vec[Zx r]) = 0 and the Jacobian J(F, Zx p) = I — v[S ® g(F)] is invertible
as shown in Appendix Therefore, applying the implicit function theorem to the function
 yields the following: there exists an open set containing F' and a function 1) defined on the
open set such that ¥(F) = vec[Zx r] , ¢(vec[F],¢¥(F)) = 0 for all F in the open set, and

OY(F) 7\ —1 0p(vec[F],vec[Z])
dvec[F] — _J(F’ Z) 1= 0 vec[F)
definition of Zx g (i.e., p(vec[F],vec[Zx r]) = 0), this implies that

for all F in the open set. From the above equivalent

dvec|Zx r] _1 Op(vec[F],vec[Z])
ovec[F] —J(F Zx.r) 0 vec|F| Z—Zxr
Using the definition of ¢
8<P(VZC\[/§(];[;TC[ZD = 8veac[F] vec[Z] — vy veclg(F)ZS] — vec[X]
= Bvec[F] vec[Z] —y[SZ T & I,,] vec[g(F)] — vec[X]
B dveclg(F)]
=—[SZ27T @ Im]m
Combining,
PoelBnr] (2t ALl - I[P 575 o) o)

where Zx r = limpy_, o Zg(H} and Propositionhas shown that

lim vec[Z{'}] = (I — 7[S ® g(F)]) ™" vec[X].

H—o0
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B.3 Derivations of Equation (8) and (9)

By the chain rule,
8L(B, F) _ (%y(fX)F,B) 6vec[fX,F7B]
dvec[F]  Ovec[fx pp|] Ovec[F]
Since vec|fx, p g] = [I, ® B]vec[Zx ],

8L(B,F) _ 8€y(fX7F,B) 8V€C[fX,F’B} _ agy(fX’RB) [I ®B}8VGC[ZX,F]
Ovec[F]  Ovec[fx pg] Ovec[F] dveclfx rp] " dvecF]
Using the formula of %ﬁ’;’f] from Appendix IE,
BL(B, F) (%y (fX FAB) -1 T 8vec[g(F)]
= = In B Z Im °
0 vec[F] ’yavec[fX7F7B][ ® BUT [$Zx.p ® In] 0 vec[F]
Similarly, since vec[fx 5] = [Zx p @ I;m,] vec[B],
6L(B,F) _ agy(f)gF?B) aVGC[fX,F)B] _ 8£y(fX7F7B) [ZT @1 }
0 vec|B| Ovec[fx p | Ovec[B] dvec[fx g ] OF T
B.4 Derivations of Equation and
The matrix g(F') is real symmetric since
1 ! 1
)T = (FTF) = FTF=g(F).
M =\ Fle v er FFlever” |90

Since S is also real symmetric, we can use eigendecomposition of g(F') and S as
9(F) = QrArQp
S =QsAsQ3

where Qs and Q are unitary matrices. Thus,
[S @ g(F)] = [QsAsQs ® QrArQp] = [Qs ® Qrl[As ® Arl[Qs ® Q-
Inn = [In by IM] = [QSQ—Sr Y QFQ;] = [QS & QF][In & ]m] [Q—Sr ® Q;]

Combining,
= [Qs ® Qr[ln @ In][Q§ ® Q] —7[Qs ® Qrl[As ® Ar][Q§ ® Q]

=[Qs ® QF)([In ® In] — v[As ® Ar])[QS ® Qp).
Thus,

U™ =[Qs @ Qrl([In @ Im] = 7[As ® Ar]) 7' Q5 ® Q]
= [@s ® Q] diag(vec[G))[Q5 ® QF],
where the matrix G € R"*" is defined by Gij = [([In @ L] = Y[As @ Ar]) (it (= 1)m) (14 G—1)m)

(so that vec[G]; = [([In ® In] — v[As ® Ap])~']is for i = 1,2,...,mn). By the definition of
Kronecker product, this is equivalent to G;; = 1/(1 — y(ApAf)i;).

vee | ( Jim 20)]
= [I, ® BJU ! vec[X]
= [I, ® B][Qs ® Qr] diag(vec[G))[Q§ ® Q] vec[X]
= [Qs ® BQr] diag(vec[G]) vec[Qp X Qs]
=]
=

Using this form of U1,
vec[f(X, F,B)] =

Qs ® BQr](vec|G] o vec[Q - X Qs])
Qs ® BQrp] vec|G o (QrXQs)]
= vec[BQr(Go (QrXQs))Q4] € R™™
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Therefore,
fx r.p = [(X,F,B) = BQr(G o (QrXQs))Qs € R™".

Similarly,

vec[Zx | = ( lim Z(H)) U~ vec[X] = [Qs ® Q] diag(vec[G])[Q4 ® Q] vec[X]

= [Qs ® Qr] vec[G o (QEXQ5s)]
= vee[Qr(G o (QLXQs))QS] € R™

Therefore,

Zxr =Qr(Go(QpXQs))Q4 € R™ ™.

Moreover, using the form of U -1

i
- WW[In ® B)[Qs ® Qr] diag(vec[G))[Q3 ® Qp] [SZx p © L] W
. m [Qs ® BQr) diag(vec[G]) [QLSZ% » © QF] W'
Thus,
Vo3, = (28D
(a;evcec )T (Qs5Z% r® Qp)" diag(vec[G))][ Qs © BQr]" <M> T
N <5(‘9’evcec )T Zx,rSQs @ Qr] diag(veclG))][ Q5 @ QB ] vee [m}
- <‘9(‘9’evcec )T Zx,rSQs ® Qr)diag(vec[G])] vec [ TBTWQS]
_ <a§evcec )T Zx,rSQs ® Q) vec [G ° (Q;BTWQS)]
o () o (o (0p Yattenelo,) ) g ] e

B.5 Derivation of Equation
By using chain rule,

dveclg(F)] 0 1
Ovec[F] — Ovec[F]|FTF|r+er
~ dvec|F] \/vec[FTF|T vec[FTF] + er

vec[F T F]

vec[F T F]

N v dvec[F]
v=vec[F T F|
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For the first term, using chain rule,

1 1
6V1)T1)+epv _ Oav 6V1)T1)+ep + Oav
v o\ Oa |, Ov ov |,
V17Tv+sp Vv UTU+6F
1
—v a\/vTv—Q—eF + 1 I
ov VoTo 4 ep

OVvTv +ep n 1 I
a=VvTvter v V ’UTU +er o

ovVoT 1
o (0T ) (U5 ) e
F

) ((“)v—rv) 1
+ Iim
a=vTv v \% /UT’U +€r

1
—-1/2 2UT +7Imm
) ) (20) Volv+ep
B 1 1 1

=— w' A ———1
(VvTo+er)2 VoTo VoTo+ep

1 1
= — | Iy — vv’
VoTo 4 ep ( (VvTv+ep)VoTu )

Thus,
TNE T Elle + en mm vec vec
ov v=vee[FT ] [FTF|r +er (IFTFlr + er)[FT Fl
For the second term,
OFTF . .
— FTAY 4 AR
8Fij + ’

where AY € R™*™ is the matrix with the (4, j)-th entry being one and all other entries being zero.

Using vectorization and the square commutation matrix & (")

(w = vec[F T AY] + vec[AT'F)
= vec[F' T AY] + vec[(FT (A7) )]
= vec[F T AY] 4+ vec[(FTAY)T]
= vec[F T AY] + K(™™) yec[FT AY)
= (Ipm + K™™) vec[F T A
= (I + K™™)[I,,, ® F "] vec[AY].
Thus,
Ovec[FTF)
0 vec[F]
= (Iym + K"™™) I, ® F][vec[A'], ..., vec[A™], vec[A'?],. .. vec[A™?],---  vec[Al™],

= (Ium + K™™N (L, @ F L
= (Iym + K™™)[I,, @ FT].
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Combining the first term and second term,

0 veelg(F)]
0 vec|F]
1 1
S F—— vec|F T Flvec|FTF T) Ly + KN @ FT.
IFTFlr + er < FT I+ en)F Fly el FlveclE FIT ) ( ) }

Since the square commutation matrix is symmetric, using the definition of the commutation matrix,
vec[FT F)vec[FT F]TK(™™) = vec[F T F]vec[FTF]" (K™mm™)T
ec[FT F](K™™ vec[FTF))T
[FTF] vec[(FTF) N’
ec[F'T F]vec[FTF]T

|
<

vec

Il
<

Therefore,
Vec[FTF] vec[FTF]T(Imm + K(mvm)) — QveC[FTF] Vec[FTF]T,
Using this,
0 vec[F|
1 1
= - Imm - FTF FTF T) Imm + K(m,'m) Im ®FT
|FTF|p +er ( ([FTF|r + er)|[FTF||¢ vec[F" Flvec[F F] " ) ( i ]
1 2
= im=ar——— | Imm K(m,m) — FTF FTF T I, FT
IET Flle + er ( " (FFlw + e FT ]y Vol ElveclE FL @ 7]
L m,m T 2 T T T T
= W(Imm + KL, @ FT) — F Flrt )2 IF Flr vec[F T F]vec[FTF|"[I,, ® F]
1 m,m T 2 . - -
- m(l‘mm + KL, @ FT) - FTFlr T 2T Flr vec[F'" F|([I, ® F]vec[F F])
1 mam T 2 . -
= m([’rnm"’K( ))[Im®F ]_ (||FTF||F+€F)2||FTFHF VeC[F F] VGC[FF F]
By using this form of %ﬁg}” and by defining R =
Qr (0o (QEBT25E22205)) QF5 7L 1

vveC[F]L(Ba F)

.
1 2

=9 | =T + K™™) [, @ FT]| — ec|[F T F]vec[FFTF T) ec[R
(A W ® ) = G5By T e Voclf FveclFFTFLT ) vee Rl
v (1[1 @ F)(Lypm + K™™) — 2 vec[FFTF) vec[FTF}T> vec [R]

[FTF|p +ep™™ " (IFTFlr +er)?|FTFlp

_ v (m,m) 27 T T T

=1, ® Fl(Iym + K — FF'Flvec[F'F R
<||FTF||F+€F[ ® ]( + ) (HFTF”F +€F)2HFTF||F VeC[ ]VeC[ ] )VGC[ ]

We compute each of cross terms:

I, ® F|Im vec|R] = vec [FR)
[In ® FIK™™ vec [R] = [I,, @ F|vec [R"] = vec [FR"]

vec[FF ' F]vec[F" F]" vec[R] = vec[FF ' F|(F'F, R).

19



Using these, since vectorization vec is a linear map,

vvec[F}L(Ba F)

= (P eg @ PVt + KO — g2 e veelF BT el TR ) vee )

_ ~ 2y(FTF,R),
IFTFllp +er (IETFlle +er)? | FTFlle

_ y 2’}/ <FTF, R>F
I1FTFlle +€r ([FTFlle +er)?[|FTFr

_ ~ 27 (FTF,R),
IFTFllp +er (IETFlle + er)?|FTFlr

(vec[FR] +vec [FR']) — vec[FF T F]

vec [FR+FR'| — vec[FF T F]

vec [F(R+R")| — vec[FF ' F]

Therefore,
2y(FTF,R),
(IFTFlr +er)?|FTFlr

v T
Vet M) = g e R RO

vec[FF T F]

Y T 27<FTF7R>F
LBF)=— 1 F _
Ve IETFlle +er ) (IFTFllp + ep)? [ FTF|lp

2(FTF,R
- F((R+R) - — <2 >FT FTF
1T Flle + €p [FTF|E + ep|FTF||p

FF'F

C More on experiments

C.1 Datasets

Synthetic chains datasets To evaluate the ability of models to capture information from distant
nodes, we construct synthetic chains datasets as in Gu et al. [10]. In our experiments, we consider
both binary classification and multiclass classification. Assuming the number of classes is ¢, we then
have c types of chains and the information of the label class is only encoded as a one-hot vector in the
first ¢ dimensions of the node feature vector of the starting end node of the chain. With c classes, n,
chains for each class, and [ nodes in each chains, the chain dataset has ¢ x n,. x [ nodes in total. We
choose 20 chains for each class and ¢ = 5 for multiclass classification setting. The train set consists
5% nodes while the validation and test set contain 10% and 85% nodes respectively.

Real-world datasets In our real-world experiments, following Pei et al. [21], we use the following
real-world datasets:

* Cornell, Texas and Wisconsin are web-page graphs of the corresponding universities, where
nodes are web pages and edges represent hyper-links between web pages. There are 5 label classes:
faculty, student, course, project and staff. These datasets are originally collected by the CMU
WebKB project In our experiments, we use the preprocessed version in Pei et al. [21].

* Chameleon and Squirrel are graphs of web pages in Wikipedia of the corresponding topic,
originally collected by [22]]. We use the labels generated by Pei et al. [21]], where the nodes is
classified into 5 categories using the amount of their average monthly traffic.

In addition to the above single-graph datasets, we also use Protein-Protein Interaction (PPI) dataset,
which contains multiple graphs, to show that EIGNN is applicable to multi-label multi-graph inductive
learning setting. PPI dataset has 24 graphs in total and each graph corresponds to a different human
issue. In a graph, nodes represents proteins and edges indicates interaction between proteins. Each
node can have at most 121 labels, which is originally collected from the Molecular Signatures
Database [25] by Hamilton et al. [[11]. We also follow the data splits used in [L1], i.e., 20 graphs for
training, two graphs for validation, and the rest two graphs for testing.

*http://www.cs.cmu.edu/ webkb/
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C.2 Experimental setting

Node classification For node classification task on synthetic and real-world datasets, we mainly
choose 9 representative baselines to compare with EIGNN: Graph Convolution Network (GCN) [114]],
Simple Graph Convolution (SGC) [29], Graph Attention Network [26], Jumping Knowledge Network
(JKNet) [132]], APPNP [15], GCNII [4], and H2GCN [33]]. The presented results are averaged by 20
different runs.

Noise sensitivity In synthetic experiments, we add uniform noise € ~ U (—a, «) to node features
for constructing synthetic datasets with noises. Then, EIGNN and IGNN are trained and evaluated on
these datasets with o« = 0.01, 0.1. The results are averaged by 10 different runs.

In real-world experiments, we compare the robustness of HZGCN, EIGNN, and IGNN against adver-
sarial perturbations on node features. We evaluate the models on evasive setting, i.e., the perturbations
are added after the model is trained. We use the trained models of H2GCN, EIGNN, and IGNN
with their best performance on Cornell, Texas, and Wisconsin. For each node which is correctly
classified, we use two classic methods, i.e., Fast Gradient Sign Method (FGSM) [8] and Projected
Gradient Descent (PGD) [18]], to add perturbations to node features. For FGSM, we add perturbation
€ € (0.0001,0.001,0.01). For PGD, we run 15 iterations with different step sizes. Different combi-
nations of perturbation € and step size « are used: (0.01,0.001), (0.001,0.0001), (0.0001, 10~?).

Hyperparameter setting To avoid bias, we tune the hyperparameters for each baseline on each
real-world dataset. We report the best performance, using the set of hyperparameters which performs
the best on the validation set, for each method. For baselines, besides the hyperparameters suggested
in their papers, we also conduct a hyperparameter search on learning rate {0.001, 0.05, 0.01, 0.1} and
weight decay {5e-4, Se-6}. For GAT, 8 attention heads are used. For APPNP, 10 propagation layers
are used as suggested in [[15]. On university datasets (i.e., Cornell, Texas, and Wisconsin), for our
model EIGNN, we set the learning rate as 0.5, the weight decay as 5e-6, and v = 0.8. On Wikipedia
datasets (i.e., Chameleon and Squirrel), we employ batch normalization between the infinite-depth
layer and the final linear transformation. After that, the dropout is used with parameter 0.5. The
hyperparameter search space is set as follows: learning rate {1e-4, le-3, le-2}, weight decay {5e-4,
Se-6}.

Hardware specifications We run experiments on a machine with Intel(R) Xeon(R) Gold 6240
CPU @ 2.60GHz and a single GeForce RTX 2080 Ti GPU with 11 GB GPU memory.

C.3 Finite-depth IGNN v.s. Infinite-depth IGNN

0.7 — IGNN-finite
06 IGNN 0.6 06

Train Loss
e o
Test Loss

Train Loss
o o
Test Loss

o
°
°

o
o
°
o
o
°

T T T T T T T T T T T T T T T T T T
0 500 1000 1500 2000 0 500 1000 1500 2000 ) 500 1000 1500 2000 o 500 1000 1500 2000
Epoch Epoch Epoch Epoch

(a) On the dataset with 50-length chains. (b) On the dataset with 100-length chains.

Figure 4: Train and Test losses versus the number of epochs for IGNN and IGNN-finite on datasets
with different chain length.

In Figure 4, we show the train and test loss trajectories of IGNN and IGNN-finite on datasets with
different chain lengths. It is clear that IGNN-finite can achieve both lower train and test loss compared
with IGNN. For IGNN, the train and test losses both cannot effectively decrease and their trajectories
are quite similar, which indicates the issue is that IGNN cannot be effectively learned instead of
overfitting problem. The reason why IGNN cannot be effectively learned is that the iterative solver
usually generated approximated solutions. To be specific, the error yielded by the iterative solver in
the forward pass would be further amplified in the backward pass. Thus, approximation errors make
IGNN cannot be optimized well, which leads to the inferior performance.
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Figure 5: oversmoothness

C.4 Statistical significance

In our experiments, we conduct multiple runs to get the averaged results. However, for clarity
purpose, we omit the error bars on figures represented in Section[5. To test whether the differences
are statistically significant, we calculate T-tests for two result series. For Figure [Ib] comparing IGNN
and EIGNN, the p-values are all smaller than 0.001 for all chain lengths. Comparing IGNN and
APPNP (the third-best one), the p-values are all smaller than 0.05 when the chain length is larger
than 10. For Figure[Ta] comparing IGNN and EIGNN, the p-values are all smaller than 0.05 when
the chain length is larger than 20. Comparing IGNN and APPNP (the third-best one), the p-values
are all smaller than le-4 for all chain lengths. For Figure 2] comparing IGNN and IGNN-fininte, the
p-values are smaller than 0.05 when the chain length is larger than 40. Based on the above results, we
can conclude the differences are statistically significant.

C.5 Oversmoothing

A straightforward way to help GNNs capture long-range dependencies is stacking layers. With
T hidden layers, GNN models are supposed to capture the information within 7-hop neighbor-
hoods. However, stacking many layers for traditional GNN models like GCN, SGC, GAT cause
oversmoothing. Several works, i.e., APPNP [15]], JKNet [32]], and GCNII [4], are proposed to miti-
gate oversmoothing problem. Nevertheless, we demonstrate that they still cannot perfectly capture
long-range dependencies. Figure [5|shows the results of APPNP, JKNet and GCNII on datasets with
different chain lengths. On the dataset with T-length chains, we set the number of propagation layers
of these models as 7'. Ideally, with 7" layers, they should capture the label information from distant
nodes and achieve 100% test accuracy. As shown in Figure[5] their performance drops when the chain
length increases. The reason might be these model still cannot completely avoid oversmoothing,
which makes them ineffectively capture long-range dependencies.

D More discussions about limitations

Apart from training, EIGNN conduct eigendecomposition of .S which is a one-time preprocessing
operation for each graph. The time complexity and memory complexity of a plain full eigendecom-
position algorithm are O(n?) and O(n?), respectively. It may limit the applicability of EIGNN on
some cases where the complexity of this preprocessing is of importance. However, we can consider
using truncated eigendecomposition (i.e., use top k eigenvalues and the corresponding eigenvectors)
to reduce the time and memory complexity. As the natural sparsity of graphs, using truncated
eigendecomposition is reasonable.

Furthermore, another possible solution to mitigate the cost of eigendecomposition of S is to use
graph coarsening to reduce the size of graph or graph partition to partition a large graph into several
small graphs without losing much information. Several works have proposed on this topics [3} 12].
Worth note that graph partition is also used in a well-known work Cluster-GCN [5] which focuses
on scaling up GCNs to a large graph with millions nodes. Cluster-GCN splits a given graph into k
non-overlapping subgraphs. Therefore, we believe that graph partition is indeed a potential solution
for mitigating the scalability problem in our work. How to scale up implicit graph model for large
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graphs is an interesting topic to explore in the future. We leave detailed analyses and empirical
experiments for future research.

Another potential limitation is that EIGNN can be slow when the number of feature dimensions is
very large (e.g., 1 million), which is rare in practice. Future work could propose a new model which
allows for efficient training even with large feature dimension.
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