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A DERIVATIONS
A.1 The proof of Eq.8

∇𝜃E𝜋𝜃 [𝑓𝑟 (c, z0)] = ∇𝜃
∫

𝜋𝜃 (z𝑇 ) 𝑓𝑟 (c, z0)𝑑z𝑇

=

∫
∇𝜃𝜋𝜃 (z𝑇 ) 𝑓𝑟 (c, z0)𝑑z𝑇

=

∫
𝜋𝜃 (z𝑇 )∇𝜃 log𝜋𝜃 (z𝑇 ) 𝑓𝑟 (c, z0)𝑑z𝑇

= E𝜋𝜃 [𝑓𝑟 (c, z0)∇𝜃 log𝜋𝜃 ],

(1)

where the second to last equality is from the interchangeability of
gradients and integration (summation), alongwith the log-derivative
trick: ∇𝜃 log𝜋𝜃 (z𝑇 ) =

∇𝜃𝜋𝜃 (z𝑇 )
𝜋𝜃 (z𝑇 ) .

A.2 The proof of Eq.12

∇E𝜋𝜃old [𝑟
∗ 𝜋𝜃

𝜋𝜃old
] = E𝜋𝜃old

[
𝑟∗

∇𝜃𝜋𝜃
𝜋𝜃old

]
= E𝜋𝜃old

[
𝑟∗

𝜋𝜃

𝜋𝜃old
∇𝜃 log𝜋𝜃

] (2)

B MORE EXAMPLES ON DRAWBENCH
In this section, we present additional visualization effects based on
prompts from the Drawbench [2] dataset. As illustrated in Fig.2,
our method effectively ensures that the images generated on the
Drawbench dataset are consistent with the prompts. It is worth
mentioning that our method optimizes the initial distribution, so
after a single optimization, we can sample multiple images, all of
which will have greater consistency with the prompts.

C EXPERIMENT ON COMPLEX PROMPT
To further validate the effectiveness of our approach, we designed
an evaluation to assess the performance of ourmodel under complex
prompt conditions.
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Table 1: Quantity results on baseline method and SOTA
method and ours. Both ImageReward and Aesthetic Score
are such that higher values indicate better performance.

ImageReward Aesthetic Time(min)
Baseline 0.05 5.38 -
DPOK -0.02 5.40 920
Ours 0.11 5.43 621

Figure 1: The line graph of the sample rewards during the
optimization process, where the blue dashed line represents
the original reward graph, and the yellow solid line repre-
sents the curve after Gaussian smoothing.

Evaluation dataset. For complex prompt conditions, we select 45
complex prompts from the showcase-sharing platform 1. For each
prompt, we generate 10 images for testing.
Quality Evaluation As demonstrated in Fig.3 and Fig.4, we se-
lected 12 prompts from the evaluation dataset to prove the effec-
tiveness of our method. The results show that the images generated
after optimization using our approach exhibit stronger consistency
with the prompts compared to those generated by the baseline
model and DPOK [1].
Quantity Evaluation Similar to the setting in Section 5.2, we use
the ImageReward [4] to assess the consistency between the gener-
ated content and the prompts, the Aesthetic Score [3] to evaluate
the quality of the generated images, and Time as the total duration
used to train and optimize the evaluation dataset. For DPOK [1],
we employ a multi-prompt setting, where a single model is trained
with multiple prompts over 10,000 iterations. As shown in Table
1, our method achieves significant improvements in both consis-
tency and aesthetics compared to the baseline model. DPOK shows
weaker learning capabilities for multiple complex prompts, leading

1https://www.midjourney.com/showcase?tab=hot
2024-04-20 10:58. Page 1 of 1–6.

https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://doi.org/10.1145/nnnnnnn.nnnnnnn


Un
pu
bli
she
d w

ork
ing

dra
ft.

No
t fo
r d
istr
ibu
tio
n.

117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

Conference’17, July 2017, Washington, DC, USA

175

176

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194

195

196

197

198

199

200

201

202

203

204

205

206

207

208

209

210

211

212

213

214

215

216

217

218

219

220

221

222

223

224

225

226

227

228

229

230

231

232

to performance degradation compared to the baseline. Additionally,
our method also uses less training time than DPOK.
Reward Visualization To further validate the effectiveness of
our optimization method, we visualized the reward values sam-
pled during a single optimization process. As shown in Fig.1, we
visualized the reward trajectory for the optimization process of the
strawberry poster, 5 strawberries falling into the water, water splashes,
black solid background, illustration, small details 8k prompt. The
background blue dashed line represents the reward curve obtained
from sampling during each optimization process, and the yellow
line is the reward curve after Gaussian smoothing. We observe that
after 150 iterations, the upward trend of the reward slows down.
Therefore, considering the time consumption, we set the number
of optimization steps to 150.

D EXPERIMENT ON CUSTOMMODELS
To validate the generalization performance of our method, we se-
lected three different baseline models from the open-source diffu-
sion model website Civitai 2: DreamShaper 3, SemiRealistic 4, and
Serenity 5, for generating images and aligning them with prompts
using the same settings as described in Section 5.1. As shown in
Fig.5, our method is also capable of effectively optimizing the initial
distribution for different custom models, ensuring alignment with
the prompts.

E DISCUSSION, LIMITATION, AND FUTURE
WORK

Our method treats diffusion models as a black box, optimizing their
initial distribution directly based on their outputs. Hence, it can
be applied to any diffusion model, whether it’s for generating im-
ages, videos, 3D content, etc. However, from another perspective,
the generative capability of our approach is highly dependent on
the baseline diffusion model. Essentially, our method seeks to un-
lock the latent potential of large-scale pre-trained models. In other
words, all examples provided in the text could potentially be ob-
tained through extensive sampling of the baseline model. The core
of our method is to increase the likelihood of generating images
that are consistent with the user-provided prompts. If content can-
not be generated by the baseline diffusion model, it would still be
unachievable even after optimizing the initial distribution through
our method. Another limitation of our method lies in the reward
function used. Since our reward function is a pre-trained network
rather than a clearly defined logical value, the performance of the
reward model employed for optimization is closely related to the
effectiveness of the optimization.

In our future work, we plan to focus on two main aspects. The
first aspect involves experimenting with more baseline models;
besides the text-to-image and text-to-video mentioned in the arti-
cle, we will explore optimizing the initial distribution for various
diffusion models, including text-to-3D and robot control, among

2https://civitai.com/
3https://civitai.com/models/4384/dreamshaper
4https://civitai.com/models/144120/merge-semirealistic-
yesmixv1535percentphoton65percent
5https://civitai.com/models/110426/serenity

others. The second aspect is to experiment with using large lan-
guage models as our reward model, such as ChatGPT 6, to see if we
can achieve more precise control.
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Figure 2: Sample images generated from prompts: (a) a blue bird and a brown bear, (b) An oil painting of a couple in formal
evening wear going home get caught in a heavy downpour with no umbrellas, (c) Darth Vader playing with raccoon in Mars
during sunset, (d) Illustration of a mouse using a mushroom as an umbrella, (e) Supreme Court Justices play a baseball game
with the FBI. The FBI is at bat, the justices are on the field, (f) Two cars on the street
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Figure 3: Sample images generated from prompts: (a) A black sheep among a flock of white sheep, raising head as a leader -
Concept of standing out from the crowd, of being different and unique with its own identity and special skills among the others,
(b) A skin care product packaging, light luxury style, metal lid, unique bottle appearance, made of acrylic, on the front, the
brand’s logo using aluminum foil hot stamping technology, strong sense of design, award-winning, mainly gold and white
Tones, on solid gray background, reflections, shadows, global illumination, professional composition, by William Russell Flint,
photorealistic, (c) a teenage girl holding a closed book in front of her face, with the left side of her face visible. The book is on
her right side, and its cover is pink. She is slightly smiling, and the cover of the book partially obscures her face, (d) A two
dimentional surrealistic-realism-minimal-collage best composition and a perfect scene composition and pop-retro-film-poster,
Frida Kalo drooling a rainbow liquid and Carmen miranda instead her conventional fruit hat with a gummy fruits hat, also in
the composition is the Hand of Adam’s Family, a purple Kremilin, a rolling eye, smashed rotten green tomato, (e) award winning
photography, ornate tent mansion modern boho living room, cozy seating, indoor hanging plants, fairy lights, (f) bosun doggedly
faces rough seas.

2024-04-20 10:58. Page 4 of 1–6.
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Figure 4: Sample images generated from prompts: (a) dystopian cyberpunk art style image of a handsome soldier with slick
black hair stood in a desert. His look is inspired by Christian Bale in American Psycho. He carries a snub nose revolver. He is
impeccably groomed wearing clothes that combine military and casual style, (b) Film poster, with a dark gradient towards the
bottom, which shows an old VW beetle spinning and creating dust on a paved road. In an adventure and dramatic style. Vintage.
Not too detailed. Pixar style, 3d render, lowpoly, isometric, (c) huge long room with geometric lines and forms with water spots on
the floor texture details, bold small Monk in black leather robe standing back, matte dark concrete material, black wood, surreal
library, highly detailed, intricate texture, minimalistic design, warm light, (d) Humanoid sun dog surrealism, cool dog with
sunglasses wearing metallic armor with a large machine gun standing in the desert of an apocalyptic wasteland, (e) orange and
dark orange snake,photography, realistic, (f) Vogue magazine cover, cute dog with hoodie and sneakers walking down the runway,
in the style of light white and white, appropriation artist, wimmelbilder, hallyu, subtle expressions, surprisingly absurd, Paris
Fashion Week , anthropomorphic Full body "VOGUE"
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Figure 5: Sample images generated from prompts: (a) Clear sky. A dilapidated Japanese house flying in the sky with many
balloons. A flying house. Outside the house is an old lady doing her laundry. Reality., (b) japanese techwear, nebula, dusk,
stars, bright, airy, muted colors, posing in powerful Tai-chi poses on a white sand dunescape, controlling the galaxy with arm
movement, a holographic halo effect over the head of a pale robot-cyborg with translucent pale-blue seaglass faceshield, billowing
translucent high-collar robes, (c) strawberry poster, strawberries falling into the water, water splashes, black solid background,
illustration,small details 8k
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