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Appendices

Due to space concerns, many details have been omitted in the main text. Here, we present more
details about our dataset and method, as well as discussions and experimental results, as follows.

• Appendix A Social Impact. We present the potential social impacts of our work.

• Appendix B Limitations. We discuss the limitations of our work.

• Appendix C More Statistics about WebUOT-1M. We offer more statistical results and
dataset splits of WebUOT-1M.

• Appendix D Details of Attributes. We present the definitions and distributions of 23
tracking attributes.

• Appendix E Details of Method. We present more details about the proposed MATP module.

• Appendix F Additional Discussions. We perform extensive discussions and analyses on the
sample imbalance, inference settings, the role of open-air domain knowledge, the advantages
of the OKTrack method, and the differences between our work and existing works.

• Appendix G Experiment Details. We present more details of implementation and metrics.

• Appendix H More Results. We demonstrate the error ranges, results on UVOT400, and
attribute-based performance on WebUOT-1M.

• Appendix I Datasheet. We provide the datasheet for WebUOT-1M.

A Social Impact

The proposed WebUOT-1M dataset can promote the research of UOT, which is beneficial for
underwater vision understanding, marine environmental monitoring, marine animal conservation,
etc. Despite our best efforts to collect as many target categories as possible, due to the vast diversity
of underwater targets in the real world, we still need to be careful about whether models trained on
WebUOT-1M can generalize well to unseen rare underwater targets. The constructed WebUOT-1M
dataset under Creative Commons licenses 4.02 is intended solely for academic research purposes.
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B Limitations

One limitation of the proposed method is that it relies on the ViT backbone, which is inherently
constrained by the quadratic computational complexity of the self-attention mechanism [13]. It is
interesting to explore more advanced architectures with linear computational complexity, e.g., state
space models [18, 48].

C More Statistics about WebUOT-1M

We provide more statistics to help researchers fully understand and better use the proposed WebUOT-
1M dataset. Figs. 1(a) and (b) present the distributes of the target position of training and test sets.
The distribution of video size is demonstrated in Fig. 1(c). In Tab. 1, we compare the training and
test sets of WebUOT-1M from multiple aspects, e.g., the number of videos, the number of target
categories, the total frames, and the total duration.
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Figure 1: More statistics of WebUOT-1M. (a) Distribution of target center position of the training set.
(b) Distribution of target center position of the test set. (c) Distribution of video size.

Table 1: Comparison between training and test sets of WebUOT-1M.

Videos Classes Superclasses Min frame Mean frame Max frame Total frames Total duration
WebUOT-1M test 480 202 12 49 849 8,000 407 K 3.86 hours
WebUOT-1M training 1,020 287 12 49 680 9,985 693 K 6.64 hours
WebUOT-1M 1,500 408 12 49 733 9,985 1.1 M 10.5 hours

D Details of Attributes

Tab. 2 demonstrates the definitions of 23 tracking attributes (low resolution (LR), fast motion (FM),
scale variations (SV), aspect ratio variations (ARV), camera motion (CM), viewpoint changes (VC),
partial occlusion (PO), full occlusion (FO), out-of-view (OV), rotation (ROT), deformation (DEF),
similar distractors (SD), illumination variations (IV), motion blur (MB), partial target information
(PTI), natural or artificial object (NAO), camouflage (CAM), underwater visibility (UV), watercolor
variations (WCV), underwater scenarios (US), shooting perspective (SP), size (SIZ), and length
(LEN) of video). We annotate 12 underwater scenarios, including sea, river, lake, pool, water tank,
fish tank, basin, bowl, cup, aquarium, pond, and puddle. The WCV contains 16 watercolors (colorless,
ash, green, light blue, gray, light green, deep blue, dark, gray-blue, partly blue, light yellow, light
brown, blue, cyan, light purple, and blue-black). The distribution of attributes is shown in Fig. 2.

E Details of Method

E.1 Motion-aware Target Prediction

The Kalman filtering-based motion-aware target prediction (MATP) [23] is adopted to address
tracking drift when the tracker incorrectly locates similar objects. For fast deployment, we borrowed
the implementation from SORT [4] and UOSTrack [28]. Readers are strongly recommended to refer
to [4] and [28] for more details. We summarize the workflow of MATP as follows:
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Table 2: Descriptions of the 23 tracking attributes in WebUOT-1M.

Attribute Definition
01. LR If the size of the bounding box of the target in one frame is less than 400 pixels.
02. FM The center position of the target in two consecutive frames exceeds 20 pixels.
03. SV The ratio of the target bounding box is not within the range [0.5, 2].
04. ARV The aspect ratio of the target bounding box is not in the range [0.5, 2].
05. CM There is severe camera movement in the video frame.
06. VC Viewpoint changes significantly affect the appearance of the target.
07. PO If the target appears partially occluded in one frame.
08. FO As long as the target is completely occluded in one frame.
09. OV There is one frame where the target completely leaves the video frame.
10. ROT The target rotates in the video frame.
11. DEF The target appears deformation in the video frame.
12. SD Similarity interference appears around the target.
13. IV The illumination of the target area changes significantly.
14. MB The target area becomes blurred due to target motion or camera motion.
15. PTI In the initial frame only partial information about the target is visible.
16. NAO The target belongs to a natural or artificial object.
17. CAM The target is camouflaging in the video frame.
18. UV The underwater visibility of the target area (low, medium, or high visibility).
19. WCV The color of the water of the target area.
20. US Different underwater scenarios where the target is located.
21. SP Different shooting perspectives (underwater, outside-water, and fish-eye views).

22. SIZ The size s =
√
w × h of the video is small (s <

√
640× 480),

medium (
√
640× 480 ≤ s <

√
1280× 720), or large (s ≥

√
1280× 720).

23. LEN The length l of the video is short (l ≤ 600 frames),
medium (600 frames < l ≤ 1800 frames), or long (l > 1800 frames).
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Figure 2: Distribution of videos in each attribute in WebUOT-1M. Best viewed by zooming in.

(1) Candidate Set Extraction: The search region is divided into n × n patches and the top-N
patches with the highest similarity scores to the template are extracted as a candidate set Ct.

(2) Trajectory Prediction: A Kalman filter (kf ) is utilized to predict the target’s position in the
current frame, generating the estimation box bE .

(3) Location Score Calculation: The location score between bE and each candidate box in Ct is
calculated using a combination of similarity score and IoU between the boxes.

(4) Match Processing: The tracker first predicts the target location using detection-based post-
processing. If the IoU between the predicted box and bE is below a threshold, the tracker
employs motion-based match processing. It calculates the location scores between bE and each
candidate box in Ct and outputs the candidate box with the highest score as the tracked target.

In summary, the MATP leverages trajectory prediction and matching to relocate the target hidden in
candidate regions when tracking drift occurs. It effectively utilizes motion information and candidate
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boxes in each frame, providing a new solution to improve tracking performance on similar object
challenges for UOT and beyond. Note that MATP does not require training and is used directly during
the inference phase. In Algorithm 1, we provide the pseudo-codes of the tracking model to conduct
inference with MATP.

Algorithm 1 Inference with MATP

Input: Kalman filter kf , first_frame, initial_box, response map, candidate set Ct, maximum response
set C ′

t, scores list scores, estimation box bE , match result box bM , IoU threshold conf = 0.6,
response map threshold threshold = 0.8, IoU threshold iou_threshold = 0.5, match state
match_state = False, etc

Output: Target boxes B
1: kf .init(first_frame)
2: B = [initial_box]
3: for i = 2, 3, ..., T frames do
4: Ct ← extract_candidates(response_map, threshold)
5: C ′

t ← NMS(Ct)
6: bE ← kf .predict()
7: scores← compute_scores(bE , C ′

t)
8: if iou_of(max_response_box, bE) < conf then
9: match_state← True

10: else
11: match_state← False
12: end if
13: if match_state then
14: bM ← argmax(scores)
15: else
16: bM ← max_response_box
17: end if
18: B.append(bM )
19: kf .update(bM )
20: end for
21: return B

F Additional Discussions

F.1 Why is There A Sample Imbalance Between Underwater and Open-air Objects?

In the field of visual object tracking, commonly used open-air training data consists of approximately
20 M frames, including TrackingNet (14.43 M) [34], LaSOT (3.52 M) [15], GOT-10k (1.5 M) [21],
and COCO (118 K) [30]. However, the previous largest underwater object tracking (UOT) dataset,
i.e., UVOT400, contains only 275 K frames. Considering the ratio of total frames between underwater
and open-air datasets is 1:71, we argue that there is a significant imbalance between underwater and
open-air objects.

F.2 Why Only Use Underwater Frames for Inference?

For underwater platforms, e.g., unmanned underwater vehicles, the cameras typically deployed do
not have image enhancement capabilities. Adding underwater image enhancement would result in
additional energy consumption and latency for these low-power devices. Therefore, a reasonable
and low-latency solution is to perform object tracking using only the underwater frames. Moreover,
this also follows the evaluation of many existing UOT datasets [24, 35, 5, 1, 2]. As shown in Tab. 3,
it is not surprising that tracking on enhanced frames can further improve performance. Therefore,
developing lightweight and more effective underwater image enhancement algorithms is also a
promising direction.
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Table 3: Tracking using underwater frames vs. enhanced frames of OKTrack on WebUOT-1M.

Pre (%) AUC (%) nPre (%) cAUC (%) mACC (%)
Underwater frames 57.5 60.0 63.8 59.3 61.0
Enhanced frames 58.1 (↑0.6) 60.4 (↑0.4) 64.5 (↑0.7) 59.7 (↑0.4) 61.3 (↑0.3)

F.3 Why is Open-air Domain Knowledge Useful for the UOT Task?

In our experiments, we used a teacher model pre-trained on large-scale open-air tracking datasets [15,
21, 34, 30, 29, 37, 43, 25] to guide the learning of the student tracker. For the learning of the
student model, we utilized the proposed large-scale UOT dataset (WebUOT-1M). We argue that the
student model needs to learn two primary abilities to achieve high performance in UOT: general
feature representation capability and domain-specific (i.e., underwater environment) adaptive
capability. The WebUOT-1M dataset, with its rich variety of categories and comprehensive scene
coverage, endows the student model with strong domain adaptation capabilities for the UOT task.
Additionally, the open-air domain knowledge possessed by the teacher model (learned from large-
scale open-air tracking datasets) is effectively imparted to the student model through the proposed
omni-knowledge distillation. Given that current large-scale open-air tracking datasets have a more
extensive data scale and cover more target categories and scenes compared to underwater datasets,
they are beneficial for the student model to learn general feature representation capabilities. Therefore,
open-air domain knowledge is very useful for the UOT task. In the future, we plan to continuously
expand the scale of the established WebUOT-1M dataset and use more open-air datasets to further
enhance the performance of UOT models.

F.4 Why is Our Purely Visual Approach OKTrack Superior to the Current SOAT Visual
Trackers and Vision-Language Tracking Methods?

In our experiments (see the main paper and Tab. 4), we were astonished to find that the proposed
vision-based approach OKTrack surpassed SOTA visual trackers (e.g., OSTrack [42], SeqTrack-
B256 [7], and MixFormerV2-B [10]) even vision-language trackers (e.g., CiteTracker-256 [26],
All-in-One [45], and UVLTrack [31]). We speculate that this is due to several factors:

(1) There is a significant gap between underwater and open-air domains. Thus, directly applying
existing open-air trackers (including visual trackers and vision-language trackers) to underwater
environments leads to performance degradation. To quickly verify our hypothesis, we retrained
the current SOTA visual tracker (OSTrack) and vision-language tracker (CiteTracker-256) using
our WebUOT-1M dataset. The results (see the main paper and Tab. 4) show that retraining these
open-air trackers on our underwater dataset indeed enhances their tracking performance. This is
due to retraining reducing the gap between underwater and open domains. However, the proposed
OKTrack still outperforms these retrained open-air trackers (both visual and vision-language
trackers). This can be attributed to the effectiveness of the proposed omni-knowledge distillation
and MAPT.

(2) Limited vision-language tracking datasets. The existing vision-language tracking datasets
(including our WebUOT-1M) are still relatively small (in terms of language annotations), making
it challenging to train or fine-tune large visual encoders. It is a promising direction to construct
larger-scale vision-language tracking datasets and benchmarks.

(3) Ambiguous language annotations. Most language annotations in existing vision-language
tracking datasets primarily describe the target’s state in the initial frame. In long videos and some
complex situations, these descriptions fail to accurately convey the target’s current appearance
changes. Therefore, training and testing models using the existing language annotations may
mislead the models, resulting in decreased tracking performance. A possible solution is to use
existing multi-modal large models to generate more accurate language descriptions for the current
vision-language tracking datasets, even to produce multi-granularity language descriptions (e.g.,
concise and detailed descriptions [27]) for a single video sequence.
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Table 4: Tracking using different prompts. We compare SOTA trackers using language prompt,
language prompt+bounding box prompt, and bounding box prompt on WebUOT-1M. ∗ denotes
retraining on the WebUOT-1M training set.

Method Pre (%) nPre (%) AUC (%) cAUC (%) mACC (%)
Language prompt

JointNLT [47] 22.4 32.2 31.2 29.8 31.2
UVLTrack [31] 22.5 33.8 31.2 30.1 31.3

Language prompt + bounding box
JointNLT [47] 25.5 34.9 32.7 31.5 32.8
VLTSCAR [20] 33.4 44.0 37.8 36.4 38.0
VLTTT [20] 41.7 52.1 48.3 47.3 48.8
UVLTrack [31] 52.5 60.0 55.8 55.0 56.6
All-in-One [45] 53.1 61.5 57.1 56.4 58.0
CiteTracker-256 [26] 49.3 58.4 54.6 53.7 55.2
CiteTracker-256∗ [26] 54.2 61.6 57.7 56.9 58.5

Bounding box
SeqTrack-B256 [7] 50.8 58.5 54.0 53.3 54.7
MixFormerV2-B [10] 45.4 54.0 51.0 50.1 51.7
OSTrack [42] 52.9 61.1 56.5 55.8 57.4
OSTrack∗ [42] 55.1 61.3 57.0 56.2 57.8
OKTrack (Ours) 57.5 63.8 60.0 59.3 61.0

F.5 Comparison with Previous Works

In this work, our primary contribution is the introduction of WebUOT-1M, i.e., the largest and most
diverse underwater tracking dataset in terms of target categories and underwater scenarios. Our
dataset covers major underwater scenarios, target categories, and underwater instances in existing
UOT datasets [24, 35, 2, 1] and open-air object tracking datasets [15, 14, 21]. The annotated tracking
attributes include common attributes (e.g., low resolution, fast motion, and illumination variations)
as well as those specific to underwater scenes (e.g., underwater visibility, watercolor variations,
and camouflage). Based on the established WebUOT-1M dataset, we further propose a simple
yet effective omni-knowledge distillation tracking framework, called OKTrack, for the community.
The differences between our approach and existing works (e.g., UVOT400 [1], HDETrack [38],
UOSTrack [28]) are listed as follows:

• UVOT400 [1] introduced an underwater tracking dataset consisting of 400 video sequences,
275 K frames, and 17 different tracking attributes and target objects spanning 50 different
categories. In comparison, our WebUOT-1M includes 1,500 video sequences, 1.1 million
frames, 23 attributes, and 408 target categories. UVOT400 is a partially publicly available
dataset, where only the annotations for the first frame of the test set are visible. The complete
benchmark, source codes, and tracking results of our work, will be made publicly available.

• HDETrack [38] proposed a multi-modal knowledge distillation strategy for event-based
tracking based on RGB frames and event streams. Drawing inspiration from this method, we
present an omni-knowledge distillation framework for underwater tracking. In comparison
to HDETrack, our approach exhibits several notable differences, such as the addition of
token-based contrastive distillation loss and a motion-aware target prediction module.

• UOSTrack [28] presented a hybrid training strategy using both underwater images and
open-air sequences to address sample imbalance, alongside employing motion-based post-
processing to mitigate the influence of similar targets. We draw inspiration from its motion-
based post-processing to address model drift caused by similar distractors, proposing a
MATP module. Compared to UOSTrack, we contribute a new million-scale UOT dataset
and demonstrate that training on such a dataset significantly enhances tracking perfor-
mance, which will benefit the entire UOT community. Additionally, we introduce an
omni-knowledge distillation framework for UOT.
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G Experiment Details

G.1 More Implementation Details

In our experimental evaluation, we only consider methods for which the code and model weights are
publicly available. For fair comparisons, we use the code, weights, and default parameters provided
by the original authors for evaluation. The experimental platform is an Ubuntu 20.04 server with
two Intel(R) Xeon(R) Gold 6226R CPUs @ 2.90GHz, 8 NVIDIA A6000 GPUs and 512G Memory.
Python 3.8.0 and PyTorch 2.0.1 are mainly used in our experiments.

For the proposed OKTrack, the template and the search region are 22 times and 42 times of the target
bounding box, and then resized to 128× 128 and 256× 256, respectively. In underwater scenarios,
using a larger template and search region may enhance tracking performance further, but it also entails
increased computational costs. Additionally, due to the presence of dense similar distractors (e.g.,
schools of fish) around target objects in underwater environments, enlarging the search region also
increases the risk of model drift. Therefore, to reduce computational costs in underwater scenarios
and achieve a fair comparison, for some SOTA trackers, we only consider their versions with a
search region of 256× 256, e.g., OSTrack [42], SimTrack-B32 [6], MixFormerV2-B [10], SeqTrack-
B256 [7], and CiteTracker-256 [26]. The teacher tracker [45] was trained using eight commonly
used open-air tracking datasets (LaSOT [15], GOT-10k [21], TrackingNet [34], COCO [30], OTB99-
L [29], TNL2K [37], WebUAV-3M [43], and VisualGenome [25]). In our experiments, we directly
utilize the pre-trained weights of the teacher tracker. Following UOSTrack [28], two underwater
object detection datasets (i.e., RUOD [16], FishExtend [28]) are used to enhance the generalization
of the tracking models.

G.2 Metrics Details

Tab. 5 provides some descriptions of the adopted five evaluation metrics, i.e., precision (Pre), nor-
malized precision (nPre), success rate (AUC), complete success rate (cAUC), and mean accuracy
(mACC). Readers are referred to [34, 15, 22, 43] for more details on each metric.

Table 5: Descriptions of five evaluation metrics.

Metric Description

01. Pre
The Pre is used to measure the percentage of frames where the center position error
falls within a predefined threshold. Trackers are ranked based on this metric using a
given precision score (e.g., obtained when the threshold = 20 pixels).

02. nPre As Pre is sensitive to target size and image resolution, nPre is introduced in [34],
which normalizes each precision score over the size of the ground truth bounding box.

03. AUC
The AUC indicates the percentage of frames with overlap scores higher than a given
threshold. Trackers are ranked based on this metric using the area under the curve
(between 0 and 1) of each success plot.

04. mACC The mACC measure proposed in [22], encourages trackers to provide reliable
predictions for the target object even when it disappears.

05. cAUC

The above four metrics only measure center-point distance or overlap area and do
not reflect the aspect ratio of the target object. To address this, [43] introduced the
cAUC evaluation metric. Like the AUC, the cAUC is defined as the proportion of
frames where the complete overlap score exceeds a specified threshold.

H More Results

H.1 Error Ranges

Following popular UOT and open-air tracking benchmarks [43, 15, 14, 37, 24, 35, 2, 1, 44], we
perform the one-pass evaluation (OPE) for different tracking algorithms. To further verify the stability
of different tracking algorithms, we conduct multiple tests using the Top-5 algorithms (i.e., OKTrack,
UOSTrack, All-in-One, GRM, OSTrack) on WebUOT-1M to obtain their error ranges. The results are
shown in Tab. 6. We can see that these SOTA methods have very small fluctuations in performance
across multiple tests.
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Table 6: Error range of Top-5 trackers on WebUOT-1M.

Method Pre (%) AUC (%) nPre (%) cAUC (%) mACC (%)
OSTrack 52.9±0.4 56.5±0.4 61.1±0.7 55.8±0.4 57.4±0.4

GRM 53.8±0.3 56.7±0.1 61.0±0.2 56.0±0.2 57.6±0.2

All-in-One 53.1±0.2 57.1±0.2 61.5±0.1 56.4±0.1 58.0±0.2

UOSTrack 54.3±0.3 58.3±0.2 62.6±0.1 57.5±0.2 59.1±0.2

OKTrack 57.5±0.1 60.0±0.1 63.8±0.1 59.3±0.2 61.0±0.2

H.2 Results on UVOT400

To further validate the effectiveness of the proposed OKTrack, we show the tracking performance on
the UVOT400 test set [1] in Tab. 7. Since the annotations for the UVOT400 test set are not visible,
we submit the tracking results of UOSTrack and OKTrack to the official evaluation server to obtain
AUC, nPre, and Pre scores. Results indicate that OKTrack achieves the best performance, with 63.2%
in terms of AUC, 66.4% in terms of nPre, and 58.4% in terms of Pre. Compared to the previous best
UOT tracker (UOSTrack), the gains of the proposed OKTrack are 1.8%, 1.6%, and 2.8% in terms of
AUC, nPre, and Pre scores, respectively.

Table 7: Evaluation on UVOT400 test set. The reported results come from [1] or from our submissions
to the official evaluation server.

Method AUC (%) nPre (%) Pre (%)
SiamFC [3] 29.6 36.2 24.8
SiamCAR [19] 41.6 50.7 40.6
PrDiMP [12] 42.0 50.0 36.6
ATOM [11] 43.3 51.7 37.6
STARK [41] 43.4 49.9 40.4
AutoMatch [46] 48.6 59.8 47.0
KeepTrack [33] 49.4 59.0 44.1
SiamBAN [9] 49.8 61.2 47.6
TransT [8] 51.4 60.1 49.4
TrDiMP [36] 52.2 61.9 47.3
ToMP-101 [32] 53.9 63.7 51.4
UOSTrack [28] 61.4 64.8 55.6
OKTrack (Ours) 63.2 66.4 58.4

H.3 Detailed Attribute-based Performance on WebUOT-1M

Fig. 3 shows the performance of 30 deep trackers on the WebOUT-1M test set of different attributes
using AUC scores. Fig. 4 shows the performance of 30 deep trackers on the WebOUT-1M test set
of different attributes using Pre scores. Fig. 5 shows the performance of 30 deep trackers on the
WebOUT-1M test set of different attributes using nPre scores. Fig. 6 shows the performance of
30 deep trackers on the WebOUT-1M test set of different attributes using cAUC scores. We can
observe that OKTrack achieves the best or comparable results across various attributes, indicating its
robustness in facing a wide range of tracking challenges.

H.4 Comparison with Multi-Object Tracking

We evaluate two SOTA multi-object frameworks for both single-object tracking and multi-object
tracking (Unicorn [40] and MITS [39]) on four challenging underwater object tracking datasets
(UOT100, UTB180, VMAT and WebUOT-1M) (see Tab. 8). The results demonstrate that our
proposed OKTrack significantly outperforms both Unicorn and MITS.

I Datasheet

Following [17], we provide the datasheet for our WebUOT-1M dataset:
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Table 8: Comparison of our OKTrack and two SOTA multi-object tracking methods, i.e., Unicorn
and MITS. Pre/AUC scores are reported on UOT100, UTB180, VMAT and WebUOT-1M.

Method UOT100 UTB180 VMAT WebUOT-1M
Unicorn [40] 56.0/61.8 41.2/46.8 61.4/49.6 42.5/46.6
MITS [39] 60.8/64.9 56.2/59.8 64.1/50.1 52.1/54.1
OKTrack (Ours) 63.3/67.8 67.3/69.7 67.1/54.1 57.5/60.0

I.1 Motivation

(1) For what purpose was the dataset created? Was there a specific task in mind? Was there a
specific gap that needed to be filled? Please provide a description.
A1: The WebUOT-1M dataset was created to facilitate the development and evaluation of video-
based underwater object tracking. 1) Previous UOT datasets suffer from limitations in scale,
diversity of target categories, and scenarios covered, hindering the training and evaluation of
modern tracking algorithms. 2) Existing UOT datasets only provide bounding box annotations,
which do not support multi-modal underwater object tracking. 3) How to effectively transfer
knowledge from large-scale open-air data to underwater tracking models has yet to be explored.
To fill these gaps, we propose WebUOT-1M, i.e., the largest and most diverse underwater tracking
dataset in terms of target categories and underwater scenarios. Based on the established WebUOT-
1M dataset, we further propose a simple yet effective omni-knowledge distillation tracking
framework, called OKTrack, for the community. We believe that WebUOT-1M can contribute a
valuable benchmark to the community for developing more general tracking models for UOT
and broader fields.

(2) Who created the dataset (e.g., which team, research group) and on behalf of which entity
(e.g., company, institution, organization)?
A2: This dataset was created by Chunhui Zhang, Li Liu, Guanjie Huang, Hao Wen, Xi Zhou,
and Yanfeng Wang. Chunhui Zhang and Yanfeng Wang are from Shanghai Jiao Tong University,
Li Liu and Guanjie Huang are from the Hong Kong University of Science and Technology
(Guangzhou), and Hao Wen and Xi Zhou are from CloudWalk Technology. At the time of
creation, Chunhui Zhang was a visiting Ph.D. student at the Hong Kong University of Science
and Technology (Guangzhou).

(3) Who funded the creation of the dataset? If there is an associated grant, please provide the
name of the grantor and the grant name and number.
A3: The project was funded by the National Natural Science Foundation of China (No. 62101351),
and the Key Research and Development Program of Chongqing (cstc2021jscx-gksbX0032).

(4) Any other comments?
A4: None.

I.2 Composition

(1) What do the instances that comprise the dataset represent (e.g., documents, photos, people,
countries)? Are there multiple types of instances (e.g., movies, users, and ratings; people and
interactions between them; nodes and edges)? Please provide a description.
A1: WebUOT-1M comprises 1.1 million frames with precise bounding box annotations across
1,500 underwater videos and 408 highly diverse target categories. These targets are further classed
into 12 superclasses with reference to WordNet to facilitate the evaluation of the cross-superclass
generalization ability of tracking models. We annotate the dataset with 23 tracking attributes and
annotate a language prompt for each video.

(2) How many instances are there in total (of each type, if appropriate)?
A2: The dataset consists of 1,500 videos, totaling 1.1 million frames, and 10.5 hours.

(3) Does the dataset contain all possible instances or is it a sample (not necessarily random)
of instances from a larger set? If the dataset is a sample, then what is the larger set? Is
the sample representative of the larger set (e.g., geographic coverage)? If so, please describe
how this representativeness was validated/verified. If it is not representative of the larger set,
please describe why not (e.g., to cover a more diverse range of instances, because instances were
withheld or unavailable).
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A3: Despite our best efforts to collect as many target categories as possible, due to the vast
diversity of underwater targets in the real world, we were unable to include all underwater targets
in a single dataset. We will continue to increase the diversity and volume of WebUOT-1M in
future work.

(4) What data does each instance consist of? “Raw” data (e.g., unprocessed text or images) or
features? In either case, please provide a description.
A4: Each instance includes diverse annotations (underwater images, bounding boxes, absent
labels, the language prompt, the category name, and the superclass name).

(5) Is there a label or target associated with each instance? If so, please provide a description.
A5: Yes. See I.2 (1)-(4).

(6) Is any information missing from individual instances? If so, please provide a description,
explaining why this information is missing (e.g., because it was unavailable). This does not
include intentionally removed information, but might include, e.g., redacted text.
A6: No.

(7) Are relationships between individual instances made explicit (e.g., users’ movie ratings,
social network links)? If so, please describe how these relationships are made explicit.
A7: Yes. We only annotate one instance per video and use a bounding box to represent their
motion trajectory.

(8) Are there recommended data splits (e.g., training, development/validation, testing)? If so,
please provide a description of these splits, explaining the rationale behind them.
A8: The dataset is divided into a training set and a test set. Please refer to appendix C for details.

(9) Are there any errors, sources of noise, or redundancies in the dataset? If so, please provide a
description.
A9: Despite our multiple rounds of careful annotation checks, there may still be some inaccuracies
due to occlusion or blurring caused by the movement of underwater targets, such as slight shifts
of bounding boxes. Manually annotated language prompts might not adequately describe the
movement and appearance changes of targets over long video sequences. In the future, we plan
to use large multi-modal models to further improve the accuracy and scientific quality of the
language annotations.

(10) Is the dataset self-contained, or does it link to or otherwise rely on external resources (e.g.,
websites, tweets, other datasets)? If it links to or relies on external resources, a) are there
guarantees that they will exist, and remain constant, over time; b) are there official archival
versions of the complete dataset (i.e., including the external resources as they existed at the time
the dataset was created); c) are there any restrictions (e.g., licenses, fees) associated with any of
the external resources that might apply to a dataset consumer? Please provide descriptions of
all external resources and any restrictions associated with them, as well as links or other access
points, as appropriate.
A10: Yes, the dataset is self-contained.

(11) Does the dataset contain data that might be considered confidential (e.g., data that is
protected by legal privilege or by doctor–patient confidentiality, data that includes the
content of individuals’ non-public communications)? If so, please provide a description.
A11: No.

(12) Does the dataset contain data that, if viewed directly, might be offensive, insulting, threat-
ening, or might otherwise cause anxiety? If so, please describe why.
A12: No.

I.3 Collection Process

(1) How was the data associated with each instance acquired? Was the data directly observ-
able (e.g., raw text, movie ratings), reported by subjects (e.g., survey responses), or indirectly
inferred/derived from other data (e.g., part-of-speech tags, model-based guesses for age or lan-
guage)? If the data was reported by subjects or indirectly inferred/derived from other data, was
the data validated/verified? If so, please describe how.
A1: We assembled a professional annotation team from a qualified data labeling company. The
author team conducted the last data verification to ensure high-quality annotations. Specifically,
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in each frame of the video, the visual bounding box [x, y, w, h] is used as the ground truth for the
target, where (x, y), w, and h represent the target’s top-left corner, width, and height, respectively.
A sentence of language prompt describing the color, behavior, attributes, and surroundings of the
target is given for each video sequence to encourage the exploration of multi-modal UOT.

(2) What mechanisms or procedures were used to collect the data (e.g., hardware apparatuses
or sensors, manual human curation, software programs, software APIs)? How were these
mechanisms or procedures validated?
A2: Most of the video clips are collected from YouTube and BiliBili with careful filtering. We
manually selected videos suitable for underwater object tracking and randomly chose targets to
increase the diversity of our dataset. A professional data annotation team conducted multiple
rounds of manual annotations, and the author team performed the final data verification to ensure
high-quality annotations.

(3) If the dataset is a sample from a larger set, what was the sampling strategy (e.g., determin-
istic, probabilistic with specific sampling probabilities)?
A3: N/A.

(4) Who was involved in the data collection process (e.g., students, crowdworkers, contractors)
and how were they compensated (e.g., how much were crowdworkers paid)?
A4: The authors of the paper.

(5) Over what timeframe was the data collected? Does this timeframe match the creation time-
frame of the data associated with the instances (e.g., recent crawl of old news articles)? If not,
please describe the timeframe in which the data associated with the instances was created.
A5: Collecting the data took about one month, and completing the data cleaning, organization,
annotation, and verification took approximately six months.

(6) Were any ethical review processes conducted (e.g., by an institutional review board)? If so,
please provide a description of these review processes, including the outcomes, as well as a link
or other access point to any supporting documentation.
A6: N/A.

I.4 Preprocessing/cleaning/labeling

(1) Was any preprocessing/cleaning/labeling of the data done (e.g., discretization or bucketing,
tokenization, part-of-speech tagging, SIFT feature extraction, removal of instances, process-
ing of missing values)? If so, please provide a description. If not, you may skip the remaining
questions in this section.
A1: We manually collected and cleaned data from YouTube and BiliBili to ensure high-quality
videos in WebUOT-1M. We discarded videos that are not suitable for tracking, such as repeated
scenes, long-term static targets, and incomplete trajectories.

(2) Was the “raw” data saved in addition to the preprocessed/cleaned/labeled data (e.g., to
support unanticipated future uses)? If so, please provide a link or other access point to the
“raw” data.
A2: No, we only provide the community with cleaned and annotated video sequences.

(3) Is the software that was used to preprocess/clean/label the data available? If so, please
provide a link or other access point.
A3: We use the standard Python library Beautiful Soup to crawl videos from online websites. The
dataset is manually annotated using an in-house annotation tool of the data labeling company.

(4) Any other comments?
A4: None.

I.5 Uses

(1) Has the dataset been used for any tasks already? If so, please provide a description.
A1: No, this dataset is newly proposed.

(2) Is there a repository that links to any or all papers or systems that use the dataset? If so,
please provide a link or other access point.
A2: N/A.
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(3) What (other) tasks could the dataset be used for?
A3: WebUOT-1M can be used for underwater object tracking and underwater vision-language
tracking. Additionally, it can be utilized for underwater vision understanding, marine environ-
mental monitoring, and marine animal conservation.

(4) Is there anything about the composition of the dataset or the way it was collected and
preprocessed/cleaned/labeled that might impact future uses? For example, is there anything
that a dataset consumer might need to know to avoid uses that could result in unfair treatment
of individuals or groups (e.g., stereotyping, quality of service issues) or other risks or harms
(e.g., legal risks, financial harms)? If so, please provide a description. Is there anything a dataset
consumer could do to mitigate these risks or harms?
A4: No.

(5) Are there tasks for which the dataset should not be used? If so, please provide a description.
A5: No.

(6) Any other comments?
A6: None.

I.6 Distribution

(1) Will the dataset be distributed to third parties outside of the entity (e.g., company, institution,
organization) on behalf of which the dataset was created? If so, please provide a description.
A1: Yes, the WebUOT-1M dataset will be made publicly available to the community.

(2) How will the dataset be distributed (e.g., tarball on website, API, GitHub)? Does the dataset
have a digital object identifier (DOI)?
A2: The WebUOT-1M dataset will be publicly released on the GitHub project.

(3) When will the dataset be distributed?
A3: The WebUOT-1M dataset will be distributed once the paper is accepted after peer review.

(4) Will the dataset be distributed under a copyright or other intellectual property (IP) license,
and/or under applicable terms of use (ToU)? If so, please describe this license and/or ToU,
and provide a link or other access point to, or otherwise reproduce, any relevant licensing terms
or ToU, as well as any fees associated with these restrictions.
A4: We release our dataset and benchmark under Creative Commons licenses 4.0.

(5) Have any third parties imposed IP-based or other restrictions on the data associated with
the instances? If so, please describe these restrictions, and provide a link or other access point
to, or otherwise reproduce, any relevant licensing terms, as well as any fees associated with these
restrictions.
A5: No.

(6) Do any export controls or other regulatory restrictions apply to the dataset or to individual
instances? If so, please describe these restrictions, and provide a link or other access point to, or
otherwise reproduce, any supporting documentation.
A6: No.

(7) Any other comments?
A7: None.

I.7 Maintenance

(1) Who will be supporting/hosting/maintaining the dataset?
A1: The authors of the paper.

(2) How can the owner/curator/manager of the dataset be contacted (e.g., email address)?
A2: You can contact them via email on the GitHub project.

(3) Is there an erratum? If so, please provide a link or other access point.
A3: No.
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(4) Will the dataset be updated (e.g., to correct labeling errors, add new instances, delete
instances)? If so, please describe how often, by whom, and how updates will be communicated
to dataset consumers (e.g., mailing list, GitHub)?
A4: To ensure the accuracy of the dataset, if the author identifies any errors or other researchers
notify us of labeling errors in the data, we will promptly review and update the dataset.

(5) If the dataset relates to people, are there applicable limits on the retention of the data
associated with the instances (e.g., were the individuals in question told that their data
would be retained for a fixed period of time and then deleted)? If so, please describe these
limits and explain how they will be enforced.
A5: N/A.

(6) Will older versions of the dataset continue to be supported/hosted/maintained? If so, please
describe how. If not, please describe how its obsolescence will be communicated to dataset
consumers.
A6: No, we maintain the latest version of this dataset for the community on our GitHub project.

(7) If others want to extend/augment/build on/contribute to the dataset, is there a mechanism for
them to do so? If so, please provide a description. Will these contributions be validated/verified?
If so, please describe how. If not, why not? Is there a process for communicating/distributing
these contributions to dataset consumers? If so, please provide a description.
A7: N/A. All researchers are welcome to collaboratively develop and extend WebUOT-1M.

(8) Any other comments?
A8: None.
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Success plots of OPE - Natural object
OKTrack: [0.532]
UOSTrack: [0.515]
All-in-One: [0.505]
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STARK-ST50: [0.443]
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SiamBAN: [0.433]
Ocean: [0.431]
SiamRPN++: [0.424]
VLT_TT: [0.422]
PrDiMP: [0.414]
SiamCAR: [0.389]
VLT_SCAR: [0.332]
VITAL: [0.328]
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ECO: [0.311]
JointNLT: [0.282]
SiamFC: [0.275]
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Success plots of OPE - Out of view
OKTrack: [0.053]
UOSTrack: [0.053]
All-in-One: [0.050]
GRM: [0.049]
OSTrack: [0.048]
AiATrack: [0.048]
UVLTrack: [0.048]
ToMP-101: [0.047]
SeqTrack-B256: [0.047]
CiteTracker-256: [0.047]
KeepTrack: [0.045]
MixFormerV2-B: [0.044]
TrDiMP: [0.044]
TransT: [0.044]
SimTrack-B32: [0.043]
STARK-ST50: [0.042]
PrDiMP: [0.042]
VLT_TT: [0.039]
SiamRPN++: [0.039]
AutoMatch: [0.037]
Ocean: [0.036]
SiamBAN: [0.036]
JointNLT: [0.030]
SiamCAR: [0.030]
VLT_SCAR: [0.030]
VITAL: [0.028]
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ECO: [0.024]
SiamFC: [0.022]
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Success plots of OPE - Partial occlusion
OKTrack: [0.434]
UOSTrack: [0.422]
All-in-One: [0.411]
GRM: [0.408]
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AiATrack: [0.400]
UVLTrack: [0.400]
CiteTracker-256: [0.394]
SeqTrack-B256: [0.385]
ToMP-101: [0.380]
TransT: [0.371]
TrDiMP: [0.367]
SimTrack-B32: [0.363]
MixFormerV2-B: [0.360]
KeepTrack: [0.358]
STARK-ST50: [0.358]
AutoMatch: [0.350]
SiamBAN: [0.346]
Ocean: [0.341]
VLT_TT: [0.340]
SiamRPN++: [0.339]
PrDiMP: [0.331]
SiamCAR: [0.299]
VLT_SCAR: [0.264]
VITAL: [0.262]
ECO: [0.248]
TCTrack: [0.239]
JointNLT: [0.224]
SiamFC: [0.214]
ATOM: [0.185]
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Success plots of OPE - Partial target information
OKTrack: [0.150]
UOSTrack: [0.144]
OSTrack: [0.137]
All-in-One: [0.137]
GRM: [0.134]
UVLTrack: [0.133]
CiteTracker-256: [0.132]
AiATrack: [0.131]
SeqTrack-B256: [0.129]
ToMP-101: [0.123]
TransT: [0.121]
STARK-ST50: [0.121]
MixFormerV2-B: [0.120]
TrDiMP: [0.119]
SimTrack-B32: [0.118]
VLT_TT: [0.113]
AutoMatch: [0.112]
KeepTrack: [0.112]
Ocean: [0.109]
SiamBAN: [0.108]
SiamRPN++: [0.108]
PrDiMP: [0.106]
SiamCAR: [0.096]
VITAL: [0.084]
VLT_SCAR: [0.079]
ECO: [0.077]
TCTrack: [0.075]
JointNLT: [0.071]
SiamFC: [0.060]
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Success plots of OPE - Rotation
OKTrack: [0.486]
UOSTrack: [0.473]
All-in-One: [0.463]
GRM: [0.463]
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UVLTrack: [0.454]
AiATrack: [0.451]
CiteTracker-256: [0.440]
SeqTrack-B256: [0.437]
ToMP-101: [0.434]
TransT: [0.423]
TrDiMP: [0.418]
SimTrack-B32: [0.414]
STARK-ST50: [0.410]
MixFormerV2-B: [0.410]
KeepTrack: [0.405]
AutoMatch: [0.401]
SiamBAN: [0.395]
Ocean: [0.392]
VLT_TT: [0.389]
SiamRPN++: [0.386]
PrDiMP: [0.374]
SiamCAR: [0.347]
VLT_SCAR: [0.308]
VITAL: [0.291]
TCTrack: [0.287]
ECO: [0.277]
JointNLT: [0.260]
SiamFC: [0.243]
ATOM: [0.212]
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Success plots of OPE - Scale variation
OKTrack: [0.337]
UOSTrack: [0.322]
All-in-One: [0.314]
GRM: [0.310]
OSTrack: [0.309]
AiATrack: [0.306]
UVLTrack: [0.304]
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SeqTrack-B256: [0.294]
ToMP-101: [0.288]
TransT: [0.286]
TrDiMP: [0.281]
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STARK-ST50: [0.276]
SimTrack-B32: [0.275]
AutoMatch: [0.264]
VLT_TT: [0.259]
Ocean: [0.258]
SiamBAN: [0.253]
PrDiMP: [0.252]
SiamRPN++: [0.247]
SiamCAR: [0.219]
VLT_SCAR: [0.191]
VITAL: [0.180]
ECO: [0.173]
TCTrack: [0.172]
JointNLT: [0.170]
SiamFC: [0.143]
ATOM: [0.134]
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Success plots of OPE - Similar distractors
OKTrack: [0.393]
UOSTrack: [0.378]
All-in-One: [0.367]
GRM: [0.362]
OSTrack: [0.360]
AiATrack: [0.357]
UVLTrack: [0.357]
CiteTracker-256: [0.347]
ToMP-101: [0.344]
SeqTrack-B256: [0.338]
TrDiMP: [0.333]
TransT: [0.330]
SiamBAN: [0.317]
KeepTrack: [0.316]
SimTrack-B32: [0.315]
AutoMatch: [0.314]
MixFormerV2-B: [0.312]
Ocean: [0.311]
STARK-ST50: [0.309]
SiamRPN++: [0.308]
VLT_TT: [0.298]
PrDiMP: [0.294]
SiamCAR: [0.285]
VLT_SCAR: [0.250]
VITAL: [0.238]
ECO: [0.227]
TCTrack: [0.226]
SiamFC: [0.197]
JointNLT: [0.168]
ATOM: [0.166]
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Success plots of OPE - Size Medium
OKTrack: [0.222]
UOSTrack: [0.221]
OSTrack: [0.219]
UVLTrack: [0.219]
AiATrack: [0.219]
All-in-One: [0.218]
GRM: [0.218]
SeqTrack-B256: [0.211]
STARK-ST50: [0.209]
ToMP-101: [0.208]
CiteTracker-256: [0.208]
MixFormerV2-B: [0.207]
SimTrack-B32: [0.206]
KeepTrack: [0.205]
TransT: [0.203]
TrDiMP: [0.198]
AutoMatch: [0.191]
VLT_TT: [0.190]
PrDiMP: [0.188]
Ocean: [0.183]
SiamRPN++: [0.178]
SiamBAN: [0.174]
JointNLT: [0.166]
SiamCAR: [0.163]
VITAL: [0.142]
VLT_SCAR: [0.142]
ECO: [0.139]
TCTrack: [0.133]
SiamFC: [0.125]
ATOM: [0.103]
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Success plots of OPE - Underwater scene Sea
OKTrack: [0.506]
UOSTrack: [0.492]
All-in-One: [0.480]
GRM: [0.479]
OSTrack: [0.479]
UVLTrack: [0.467]
AiATrack: [0.466]
CiteTracker-256: [0.460]
SeqTrack-B256: [0.455]
ToMP-101: [0.455]
TransT: [0.442]
TrDiMP: [0.437]
SimTrack-B32: [0.433]
STARK-ST50: [0.430]
MixFormerV2-B: [0.428]
KeepTrack: [0.424]
AutoMatch: [0.421]
SiamBAN: [0.420]
Ocean: [0.416]
SiamRPN++: [0.411]
VLT_TT: [0.407]
PrDiMP: [0.398]
SiamCAR: [0.373]
VITAL: [0.319]
VLT_SCAR: [0.316]
ECO: [0.307]
TCTrack: [0.295]
JointNLT: [0.275]
SiamFC: [0.270]
ATOM: [0.230]
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Success plots of OPE - Underwater visibility Low
UOSTrack: [0.107]
OKTrack: [0.107]
All-in-One: [0.102]
GRM: [0.099]
OSTrack: [0.099]
AiATrack: [0.096]
SeqTrack-B256: [0.094]
UVLTrack: [0.094]
CiteTracker-256: [0.092]
ToMP-101: [0.092]
SimTrack-B32: [0.087]
STARK-ST50: [0.087]
KeepTrack: [0.086]
MixFormerV2-B: [0.086]
TransT: [0.085]
TrDiMP: [0.085]
Ocean: [0.084]
AutoMatch: [0.081]
PrDiMP: [0.078]
SiamBAN: [0.077]
SiamCAR: [0.075]
SiamRPN++: [0.074]
VLT_TT: [0.073]
VITAL: [0.060]
VLT_SCAR: [0.060]
ECO: [0.057]
TCTrack: [0.049]
JointNLT: [0.048]
SiamFC: [0.044]
ATOM: [0.040]
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Success plots of OPE - Viewpoint change
OKTrack: [0.366]
UOSTrack: [0.354]
All-in-One: [0.346]
GRM: [0.344]
OSTrack: [0.340]
UVLTrack: [0.337]
AiATrack: [0.334]
SeqTrack-B256: [0.326]
CiteTracker-256: [0.323]
ToMP-101: [0.319]
TransT: [0.310]
TrDiMP: [0.308]
SimTrack-B32: [0.303]
STARK-ST50: [0.303]
MixFormerV2-B: [0.303]
KeepTrack: [0.297]
AutoMatch: [0.293]
SiamBAN: [0.290]
Ocean: [0.288]
VLT_TT: [0.284]
SiamRPN++: [0.282]
PrDiMP: [0.272]
SiamCAR: [0.249]
VLT_SCAR: [0.213]
VITAL: [0.212]
ECO: [0.204]
JointNLT: [0.196]
TCTrack: [0.194]
SiamFC: [0.172]
ATOM: [0.150]
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Success plots of OPE - Water color variation Blue
OKTrack: [0.121]
OSTrack: [0.113]
All-in-One: [0.111]
GRM: [0.111]
UOSTrack: [0.111]
TransT: [0.107]
CiteTracker-256: [0.105]
ToMP-101: [0.103]
UVLTrack: [0.103]
SeqTrack-B256: [0.102]
AiATrack: [0.102]
AutoMatch: [0.100]
VLT_TT: [0.100]
TrDiMP: [0.099]
SiamRPN++: [0.099]
STARK-ST50: [0.099]
MixFormerV2-B: [0.096]
SimTrack-B32: [0.096]
SiamBAN: [0.095]
KeepTrack: [0.094]
Ocean: [0.093]
PrDiMP: [0.089]
SiamCAR: [0.088]
VLT_SCAR: [0.076]
VITAL: [0.075]
ECO: [0.074]
TCTrack: [0.067]
SiamFC: [0.065]
JointNLT: [0.063]
ATOM: [0.049]
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Success plots of OPE - Water color variation Deep Blue
OKTrack: [0.057]
UOSTrack: [0.056]
All-in-One: [0.056]
GRM: [0.056]
AiATrack: [0.055]
OSTrack: [0.055]
CiteTracker-256: [0.054]
UVLTrack: [0.054]
SeqTrack-B256: [0.052]
ToMP-101: [0.052]
SimTrack-B32: [0.050]
SiamBAN: [0.050]
MixFormerV2-B: [0.050]
TransT: [0.050]
STARK-ST50: [0.049]
AutoMatch: [0.049]
TrDiMP: [0.049]
KeepTrack: [0.049]
VLT_TT: [0.048]
SiamRPN++: [0.048]
Ocean: [0.047]
PrDiMP: [0.047]
SiamCAR: [0.046]
VLT_SCAR: [0.040]
ECO: [0.039]
VITAL: [0.038]
TCTrack: [0.036]
SiamFC: [0.034]
ATOM: [0.029]
JointNLT: [0.027]

Figure 3: Performances of baseline trackers on the WebOUT-1M test set of different attributes using
AUC scores. Best viewed by zooming in.
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Precision plots of OPE - Aspect ratio variation
OKTrack: [0.452]
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STARK-ST50: [0.351]
MixFormerV2-B: [0.350]
TrDiMP: [0.347]
SiamBAN: [0.337]
KeepTrack: [0.335]
AutoMatch: [0.334]
Ocean: [0.327]
VLT_TT: [0.322]
SiamRPN++: [0.310]
PrDiMP: [0.302]
SiamCAR: [0.297]
VLT_SCAR: [0.261]
TCTrack: [0.231]
ECO: [0.202]
JointNLT: [0.186]
VITAL: [0.179]
SiamFC: [0.159]
ATOM: [0.147]
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Precision plots of OPE - Camera motion
OKTrack: [0.181]
UOSTrack: [0.175]
GRM: [0.173]
UVLTrack: [0.170]
All-in-One: [0.170]
OSTrack: [0.169]
SeqTrack-B256: [0.163]
AiATrack: [0.160]
CiteTracker-256: [0.155]
ToMP-101: [0.154]
SimTrack-B32: [0.150]
TransT: [0.147]
MixFormerV2-B: [0.147]
STARK-ST50: [0.147]
KeepTrack: [0.144]
TrDiMP: [0.143]
SiamBAN: [0.142]
Ocean: [0.140]
SiamRPN++: [0.139]
AutoMatch: [0.138]
VLT_TT: [0.130]
SiamCAR: [0.129]
PrDiMP: [0.128]
VLT_SCAR: [0.111]
TCTrack: [0.098]
ECO: [0.094]
JointNLT: [0.087]
VITAL: [0.086]
SiamFC: [0.074]
ATOM: [0.064]
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Precision plots of OPE - Camouflage
OKTrack: [0.181]
UOSTrack: [0.175]
GRM: [0.173]
UVLTrack: [0.170]
All-in-One: [0.170]
OSTrack: [0.169]
SeqTrack-B256: [0.163]
AiATrack: [0.160]
CiteTracker-256: [0.155]
ToMP-101: [0.154]
SimTrack-B32: [0.150]
TransT: [0.147]
MixFormerV2-B: [0.147]
STARK-ST50: [0.147]
KeepTrack: [0.144]
TrDiMP: [0.143]
SiamBAN: [0.142]
Ocean: [0.140]
SiamRPN++: [0.139]
AutoMatch: [0.138]
VLT_TT: [0.130]
SiamCAR: [0.129]
PrDiMP: [0.128]
VLT_SCAR: [0.111]
TCTrack: [0.098]
ECO: [0.094]
JointNLT: [0.087]
VITAL: [0.086]
SiamFC: [0.074]
ATOM: [0.064]
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Precision plots of OPE - Deformation
OKTrack: [0.505]
UOSTrack: [0.482]
GRM: [0.476]
All-in-One: [0.470]
OSTrack: [0.468]
UVLTrack: [0.466]
SeqTrack-B256: [0.450]
AiATrack: [0.442]
CiteTracker-256: [0.434]
TransT: [0.425]
ToMP-101: [0.420]
SimTrack-B32: [0.406]
STARK-ST50: [0.399]
MixFormerV2-B: [0.397]
SiamBAN: [0.387]
TrDiMP: [0.386]
AutoMatch: [0.383]
KeepTrack: [0.378]
Ocean: [0.373]
VLT_TT: [0.367]
SiamRPN++: [0.352]
PrDiMP: [0.340]
SiamCAR: [0.339]
VLT_SCAR: [0.299]
TCTrack: [0.265]
ECO: [0.233]
JointNLT: [0.229]
VITAL: [0.210]
SiamFC: [0.198]
ATOM: [0.167]
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Precision plots of OPE - Fast motion
OKTrack: [0.278]
UOSTrack: [0.258]
GRM: [0.256]
All-in-One: [0.253]
UVLTrack: [0.252]
OSTrack: [0.250]
SeqTrack-B256: [0.239]
AiATrack: [0.231]
CiteTracker-256: [0.230]
TransT: [0.226]
ToMP-101: [0.215]
SimTrack-B32: [0.212]
MixFormerV2-B: [0.208]
STARK-ST50: [0.205]
TrDiMP: [0.197]
SiamBAN: [0.192]
AutoMatch: [0.188]
Ocean: [0.187]
VLT_TT: [0.186]
KeepTrack: [0.184]
SiamRPN++: [0.176]
PrDiMP: [0.166]
SiamCAR: [0.165]
VLT_SCAR: [0.143]
TCTrack: [0.124]
JointNLT: [0.117]
ECO: [0.101]
VITAL: [0.097]
SiamFC: [0.082]
ATOM: [0.075]
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Precision plots of OPE - Fish eye view
OKTrack: [0.490]
UOSTrack: [0.467]
GRM: [0.461]
OSTrack: [0.451]
All-in-One: [0.450]
UVLTrack: [0.445]
SeqTrack-B256: [0.435]
AiATrack: [0.425]
CiteTracker-256: [0.418]
TransT: [0.410]
ToMP-101: [0.408]
SimTrack-B32: [0.395]
STARK-ST50: [0.386]
MixFormerV2-B: [0.386]
SiamBAN: [0.380]
TrDiMP: [0.374]
AutoMatch: [0.373]
Ocean: [0.369]
KeepTrack: [0.361]
VLT_TT: [0.356]
SiamRPN++: [0.347]
SiamCAR: [0.333]
PrDiMP: [0.331]
VLT_SCAR: [0.280]
TCTrack: [0.253]
ECO: [0.233]
JointNLT: [0.217]
VITAL: [0.208]
SiamFC: [0.192]
ATOM: [0.163]

0 10 20 30 40 50
Location error threshold

0.0

0.2

0.4

0.6

0.8

1.0

Pr
ec

isi
on

Precision plots of OPE - Full occlusion
OKTrack: [0.047]
GRM: [0.043]
ToMP-101: [0.043]
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STARK-ST50: [0.037]
SimTrack-B32: [0.037]
SiamBAN: [0.037]
KeepTrack: [0.037]
TransT: [0.037]
Ocean: [0.035]
SiamRPN++: [0.035]
VLT_TT: [0.034]
SiamCAR: [0.034]
PrDiMP: [0.031]
VLT_SCAR: [0.030]
TCTrack: [0.028]
ECO: [0.024]
SiamFC: [0.021]
VITAL: [0.019]
JointNLT: [0.017]
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Precision plots of OPE - Illumination variation
OKTrack: [0.369]
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Precision plots of OPE - Length Short
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Precision plots of OPE - Low resolution
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Precision plots of OPE - Motion blur
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Precision plots of OPE - Natural object
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Precision plots of OPE - Out of view
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Precision plots of OPE - Partial occlusion
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Precision plots of OPE - Partial target information
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Precision plots of OPE - Rotation
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Precision plots of OPE - Scale variation
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Precision plots of OPE - Similar distractors
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Precision plots of OPE - Size Medium
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Precision plots of OPE - Underwater scene Sea
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Precision plots of OPE - Underwater visibility Low
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Precision plots of OPE - Viewpoint change
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Precision plots of OPE - Water color variation Blue
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Precision plots of OPE - Water color variation Deep Blue
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Figure 4: Performances of baseline trackers on the WebOUT-1M test set of different attributes using
Pre scores. Best viewed by zooming in.
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Normalized precision plots of OPE - Aspect ratio variation
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Normalized precision plots of OPE - Camera motion
OKTrack: [0.191]
UOSTrack: [0.188]
All-in-One: [0.184]
GRM: [0.183]
OSTrack: [0.183]
UVLTrack: [0.181]
AiATrack: [0.178]
SeqTrack-B256: [0.177]
ToMP-101: [0.171]
CiteTracker-256: [0.171]
KeepTrack: [0.166]
SimTrack-B32: [0.164]
TrDiMP: [0.164]
SiamBAN: [0.163]
MixFormerV2-B: [0.163]
STARK-ST50: [0.162]
TransT: [0.162]
SiamRPN++: [0.159]
Ocean: [0.158]
AutoMatch: [0.157]
PrDiMP: [0.150]
VLT_TT: [0.147]
SiamCAR: [0.145]
VLT_SCAR: [0.130]
ECO: [0.126]
VITAL: [0.123]
TCTrack: [0.113]
JointNLT: [0.109]
SiamFC: [0.103]
ATOM: [0.091]

0.0 0.1 0.2 0.3 0.4 0.5
Location error threshold

0.0

0.2

0.4

0.6

0.8

1.0

No
rm

al
ize

d 
pr

ec
isi

on

Normalized precision plots of OPE - Camouflage
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Normalized precision plots of OPE - Deformation
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Normalized precision plots of OPE - Fast motion
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Normalized precision plots of OPE - Fish eye view
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Normalized precision plots of OPE - Full occlusion
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Normalized precision plots of OPE - Illumination variation
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Normalized precision plots of OPE - Length Short
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Normalized precision plots of OPE - Low resolution
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Normalized precision plots of OPE - Motion blur
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Normalized precision plots of OPE - Natural object
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Normalized precision plots of OPE - Out of view
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Normalized precision plots of OPE - Partial occlusion
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Normalized precision plots of OPE - Partial target information
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Normalized precision plots of OPE - Rotation
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Normalized precision plots of OPE - Scale variation
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Normalized precision plots of OPE - Similar distractors
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Normalized precision plots of OPE - Size Medium
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Normalized precision plots of OPE - Underwater scene Sea
OKTrack: [0.541]
UOSTrack: [0.531]
OSTrack: [0.519]
GRM: [0.518]
All-in-One: [0.518]
AiATrack: [0.509]
UVLTrack: [0.505]
SeqTrack-B256: [0.496]
CiteTracker-256: [0.494]
ToMP-101: [0.492]
TransT: [0.481]
TrDiMP: [0.476]
SiamBAN: [0.475]
Ocean: [0.468]
SimTrack-B32: [0.466]
KeepTrack: [0.466]
AutoMatch: [0.464]
STARK-ST50: [0.459]
MixFormerV2-B: [0.456]
SiamRPN++: [0.452]
VLT_TT: [0.441]
PrDiMP: [0.439]
SiamCAR: [0.422]
VLT_SCAR: [0.371]
ECO: [0.366]
VITAL: [0.354]
TCTrack: [0.351]
SiamFC: [0.315]
JointNLT: [0.297]
ATOM: [0.289]

0.0 0.1 0.2 0.3 0.4 0.5
Location error threshold

0.0

0.2

0.4

0.6

0.8

1.0

No
rm

al
ize

d 
pr

ec
isi

on

Normalized precision plots of OPE - Underwater visibility Low
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Normalized precision plots of OPE - Viewpoint change
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Normalized precision plots of OPE - Water color variation Blue
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Normalized precision plots of OPE - Water color variation Deep Blue
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SiamRPN++: [0.052]
PrDiMP: [0.051]
VLT_TT: [0.051]
SiamCAR: [0.050]
VLT_SCAR: [0.047]
ECO: [0.046]
TCTrack: [0.043]
VITAL: [0.042]
SiamFC: [0.040]
ATOM: [0.037]
JointNLT: [0.029]

Figure 5: Performances of baseline trackers on the WebOUT-1M test set of different attributes using
nPre scores. Best viewed by zooming in.
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Complete success plots of OPE - Aspect ratio variation
OKTrack: [0.451]
UOSTrack: [0.434]
All-in-One: [0.425]
GRM: [0.425]
OSTrack: [0.418]
UVLTrack: [0.416]
AiATrack: [0.414]
SeqTrack-B256: [0.402]
CiteTracker-256: [0.401]
ToMP-101: [0.392]
TransT: [0.385]
TrDiMP: [0.379]
SimTrack-B32: [0.376]
MixFormerV2-B: [0.373]
STARK-ST50: [0.372]
KeepTrack: [0.368]
AutoMatch: [0.358]
SiamBAN: [0.355]
Ocean: [0.352]
VLT_TT: [0.350]
SiamRPN++: [0.346]
PrDiMP: [0.338]
SiamCAR: [0.306]
VLT_SCAR: [0.271]
TCTrack: [0.247]
VITAL: [0.237]
ECO: [0.229]
JointNLT: [0.218]
SiamFC: [0.201]
ATOM: [0.174]
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Complete success plots of OPE - Camera motion
OKTrack: [0.176]
UOSTrack: [0.172]
All-in-One: [0.167]
GRM: [0.167]
OSTrack: [0.166]
UVLTrack: [0.166]
AiATrack: [0.161]
SeqTrack-B256: [0.160]
CiteTracker-256: [0.157]
ToMP-101: [0.154]
SimTrack-B32: [0.151]
MixFormerV2-B: [0.150]
STARK-ST50: [0.150]
KeepTrack: [0.148]
TransT: [0.147]
TrDiMP: [0.147]
SiamRPN++: [0.142]
SiamBAN: [0.142]
AutoMatch: [0.139]
Ocean: [0.138]
VLT_TT: [0.133]
PrDiMP: [0.132]
SiamCAR: [0.124]
VLT_SCAR: [0.107]
VITAL: [0.101]
ECO: [0.100]
JointNLT: [0.098]
TCTrack: [0.094]
SiamFC: [0.083]
ATOM: [0.066]

0.0 0.2 0.4 0.6 0.8 1.0
Overlap threshold

0.0

0.2

0.4

0.6

0.8

1.0

Co
m

pl
et

e 
su

cc
es

s r
at

e

Complete success plots of OPE - Camouflage
OKTrack: [0.176]
UOSTrack: [0.172]
All-in-One: [0.167]
GRM: [0.167]
OSTrack: [0.166]
UVLTrack: [0.166]
AiATrack: [0.161]
SeqTrack-B256: [0.160]
CiteTracker-256: [0.157]
ToMP-101: [0.154]
SimTrack-B32: [0.151]
MixFormerV2-B: [0.150]
STARK-ST50: [0.150]
KeepTrack: [0.148]
TransT: [0.147]
TrDiMP: [0.147]
SiamRPN++: [0.142]
SiamBAN: [0.142]
AutoMatch: [0.139]
Ocean: [0.138]
VLT_TT: [0.133]
PrDiMP: [0.132]
SiamCAR: [0.124]
VLT_SCAR: [0.107]
VITAL: [0.101]
ECO: [0.100]
JointNLT: [0.098]
TCTrack: [0.094]
SiamFC: [0.083]
ATOM: [0.066]
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Complete success plots of OPE - Deformation
OKTrack: [0.521]
UOSTrack: [0.507]
All-in-One: [0.496]
GRM: [0.495]
OSTrack: [0.491]
UVLTrack: [0.486]
AiATrack: [0.483]
CiteTracker-256: [0.471]
SeqTrack-B256: [0.470]
ToMP-101: [0.462]
TransT: [0.454]
TrDiMP: [0.444]
SimTrack-B32: [0.443]
MixFormerV2-B: [0.439]
STARK-ST50: [0.439]
KeepTrack: [0.434]
AutoMatch: [0.430]
SiamBAN: [0.425]
Ocean: [0.420]
VLT_TT: [0.417]
SiamRPN++: [0.414]
PrDiMP: [0.401]
SiamCAR: [0.372]
VLT_SCAR: [0.319]
VITAL: [0.305]
TCTrack: [0.296]
ECO: [0.293]
JointNLT: [0.281]
SiamFC: [0.264]
ATOM: [0.218]
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Complete success plots of OPE - Fast motion
OKTrack: [0.305]
UOSTrack: [0.295]
All-in-One: [0.291]
OSTrack: [0.285]
GRM: [0.285]
UVLTrack: [0.280]
AiATrack: [0.277]
CiteTracker-256: [0.271]
SeqTrack-B256: [0.269]
TransT: [0.260]
ToMP-101: [0.259]
SimTrack-B32: [0.251]
TrDiMP: [0.250]
MixFormerV2-B: [0.249]
STARK-ST50: [0.247]
KeepTrack: [0.236]
Ocean: [0.233]
AutoMatch: [0.233]
SiamBAN: [0.232]
VLT_TT: [0.231]
SiamRPN++: [0.226]
PrDiMP: [0.219]
SiamCAR: [0.194]
VLT_SCAR: [0.167]
VITAL: [0.159]
JointNLT: [0.157]
TCTrack: [0.153]
ECO: [0.148]
SiamFC: [0.129]
ATOM: [0.115]
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Complete success plots of OPE - Fish eye view
OKTrack: [0.503]
UOSTrack: [0.489]
GRM: [0.477]
All-in-One: [0.475]
OSTrack: [0.473]
UVLTrack: [0.464]
AiATrack: [0.463]
SeqTrack-B256: [0.454]
CiteTracker-256: [0.453]
ToMP-101: [0.449]
TransT: [0.438]
SimTrack-B32: [0.429]
TrDiMP: [0.428]
MixFormerV2-B: [0.424]
STARK-ST50: [0.423]
KeepTrack: [0.417]
AutoMatch: [0.415]
SiamBAN: [0.411]
Ocean: [0.408]
VLT_TT: [0.402]
SiamRPN++: [0.401]
PrDiMP: [0.389]
SiamCAR: [0.362]
VITAL: [0.305]
VLT_SCAR: [0.304]
ECO: [0.295]
TCTrack: [0.285]
JointNLT: [0.268]
SiamFC: [0.258]
ATOM: [0.215]
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Complete success plots of OPE - Full occlusion
OKTrack: [0.042]
GRM: [0.040]
ToMP-101: [0.039]
UOSTrack: [0.039]
All-in-One: [0.037]
UVLTrack: [0.037]
SeqTrack-B256: [0.037]
AutoMatch: [0.037]
OSTrack: [0.036]
CiteTracker-256: [0.035]
AiATrack: [0.035]
TrDiMP: [0.035]
MixFormerV2-B: [0.035]
SimTrack-B32: [0.035]
STARK-ST50: [0.034]
KeepTrack: [0.034]
TransT: [0.033]
SiamBAN: [0.032]
VLT_TT: [0.032]
SiamRPN++: [0.032]
Ocean: [0.031]
SiamCAR: [0.031]
PrDiMP: [0.030]
VLT_SCAR: [0.027]
TCTrack: [0.024]
ECO: [0.021]
VITAL: [0.019]
SiamFC: [0.018]
JointNLT: [0.018]
ATOM: [0.014]
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Complete success plots of OPE - Illumination variation
OKTrack: [0.372]
UOSTrack: [0.358]
All-in-One: [0.348]
GRM: [0.347]
UVLTrack: [0.340]
OSTrack: [0.339]
AiATrack: [0.338]
CiteTracker-256: [0.327]
ToMP-101: [0.326]
SeqTrack-B256: [0.324]
TransT: [0.316]
TrDiMP: [0.314]
SimTrack-B32: [0.307]
SiamBAN: [0.304]
KeepTrack: [0.301]
AutoMatch: [0.300]
STARK-ST50: [0.300]
MixFormerV2-B: [0.298]
Ocean: [0.296]
SiamRPN++: [0.292]
VLT_TT: [0.286]
PrDiMP: [0.283]
SiamCAR: [0.265]
VLT_SCAR: [0.229]
VITAL: [0.217]
TCTrack: [0.211]
ECO: [0.210]
SiamFC: [0.182]
JointNLT: [0.181]
ATOM: [0.156]
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Complete success plots of OPE - Length Short
OKTrack: [0.380]
UOSTrack: [0.362]
All-in-One: [0.352]
OSTrack: [0.349]
AiATrack: [0.348]
GRM: [0.347]
CiteTracker-256: [0.340]
UVLTrack: [0.339]
SeqTrack-B256: [0.331]
ToMP-101: [0.331]
TrDiMP: [0.325]
TransT: [0.324]
SiamBAN: [0.312]
SimTrack-B32: [0.309]
AutoMatch: [0.308]
MixFormerV2-B: [0.305]
STARK-ST50: [0.303]
Ocean: [0.302]
VLT_TT: [0.301]
SiamRPN++: [0.300]
KeepTrack: [0.297]
PrDiMP: [0.285]
SiamCAR: [0.277]
VLT_SCAR: [0.232]
VITAL: [0.231]
ECO: [0.223]
TCTrack: [0.220]
SiamFC: [0.202]
JointNLT: [0.179]
ATOM: [0.171]
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Complete success plots of OPE - Low resolution
OKTrack: [0.049]
UVLTrack: [0.048]
GRM: [0.046]
All-in-One: [0.045]
UOSTrack: [0.045]
AiATrack: [0.043]
SeqTrack-B256: [0.043]
OSTrack: [0.043]
TransT: [0.041]
MixFormerV2-B: [0.041]
TrDiMP: [0.040]
ToMP-101: [0.040]
CiteTracker-256: [0.040]
KeepTrack: [0.040]
SimTrack-B32: [0.039]
STARK-ST50: [0.039]
AutoMatch: [0.038]
Ocean: [0.037]
SiamBAN: [0.036]
VLT_TT: [0.035]
SiamRPN++: [0.035]
PrDiMP: [0.033]
SiamCAR: [0.032]
VLT_SCAR: [0.031]
TCTrack: [0.027]
VITAL: [0.023]
ECO: [0.020]
SiamFC: [0.020]
ATOM: [0.019]
JointNLT: [0.016]
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Complete success plots of OPE - Motion blur
OKTrack: [0.189]
UOSTrack: [0.189]
All-in-One: [0.186]
GRM: [0.185]
OSTrack: [0.180]
AiATrack: [0.179]
UVLTrack: [0.176]
ToMP-101: [0.171]
SeqTrack-B256: [0.169]
CiteTracker-256: [0.167]
TransT: [0.166]
TrDiMP: [0.160]
SiamBAN: [0.159]
AutoMatch: [0.156]
MixFormerV2-B: [0.156]
SimTrack-B32: [0.155]
STARK-ST50: [0.154]
Ocean: [0.154]
KeepTrack: [0.152]
SiamRPN++: [0.151]
SiamCAR: [0.147]
VLT_TT: [0.141]
PrDiMP: [0.137]
VLT_SCAR: [0.127]
VITAL: [0.112]
TCTrack: [0.109]
ECO: [0.108]
JointNLT: [0.091]
SiamFC: [0.088]
ATOM: [0.071]
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Complete success plots of OPE - Natural object
OKTrack: [0.525]
UOSTrack: [0.507]
All-in-One: [0.498]
GRM: [0.494]
OSTrack: [0.492]
AiATrack: [0.484]
UVLTrack: [0.484]
CiteTracker-256: [0.474]
SeqTrack-B256: [0.468]
ToMP-101: [0.463]
TransT: [0.454]
TrDiMP: [0.450]
SimTrack-B32: [0.440]
MixFormerV2-B: [0.436]
STARK-ST50: [0.435]
KeepTrack: [0.435]
AutoMatch: [0.430]
SiamBAN: [0.424]
Ocean: [0.423]
SiamRPN++: [0.416]
VLT_TT: [0.414]
PrDiMP: [0.406]
SiamCAR: [0.379]
VLT_SCAR: [0.319]
VITAL: [0.310]
TCTrack: [0.302]
ECO: [0.294]
JointNLT: [0.271]
SiamFC: [0.262]
ATOM: [0.223]
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Complete success plots of OPE - Out of view
OKTrack: [0.052]
UOSTrack: [0.052]
All-in-One: [0.049]
GRM: [0.048]
OSTrack: [0.047]
UVLTrack: [0.047]
AiATrack: [0.047]
SeqTrack-B256: [0.046]
ToMP-101: [0.046]
CiteTracker-256: [0.045]
KeepTrack: [0.044]
TrDiMP: [0.042]
MixFormerV2-B: [0.042]
TransT: [0.042]
SimTrack-B32: [0.042]
STARK-ST50: [0.041]
PrDiMP: [0.040]
VLT_TT: [0.038]
SiamRPN++: [0.037]
AutoMatch: [0.036]
Ocean: [0.035]
SiamBAN: [0.034]
JointNLT: [0.029]
VLT_SCAR: [0.028]
SiamCAR: [0.028]
VITAL: [0.026]
TCTrack: [0.024]
ECO: [0.022]
SiamFC: [0.021]
ATOM: [0.019]
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Complete success plots of OPE - Partial occlusion
OKTrack: [0.428]
UOSTrack: [0.415]
All-in-One: [0.404]
OSTrack: [0.401]
GRM: [0.401]
AiATrack: [0.394]
UVLTrack: [0.394]
CiteTracker-256: [0.386]
SeqTrack-B256: [0.379]
ToMP-101: [0.373]
TransT: [0.364]
TrDiMP: [0.360]
SimTrack-B32: [0.355]
MixFormerV2-B: [0.352]
STARK-ST50: [0.350]
KeepTrack: [0.350]
AutoMatch: [0.341]
SiamBAN: [0.338]
VLT_TT: [0.332]
Ocean: [0.332]
SiamRPN++: [0.330]
PrDiMP: [0.323]
SiamCAR: [0.289]
VLT_SCAR: [0.252]
VITAL: [0.246]
ECO: [0.233]
TCTrack: [0.228]
JointNLT: [0.214]
SiamFC: [0.202]
ATOM: [0.171]
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Complete success plots of OPE - Partial target information
OKTrack: [0.148]
UOSTrack: [0.141]
OSTrack: [0.135]
All-in-One: [0.134]
GRM: [0.132]
UVLTrack: [0.130]
CiteTracker-256: [0.129]
AiATrack: [0.128]
SeqTrack-B256: [0.127]
ToMP-101: [0.120]
TransT: [0.118]
STARK-ST50: [0.118]
MixFormerV2-B: [0.117]
TrDiMP: [0.116]
SimTrack-B32: [0.115]
VLT_TT: [0.110]
AutoMatch: [0.109]
KeepTrack: [0.109]
Ocean: [0.106]
SiamBAN: [0.105]
SiamRPN++: [0.105]
PrDiMP: [0.103]
SiamCAR: [0.092]
VITAL: [0.077]
VLT_SCAR: [0.075]
TCTrack: [0.070]
ECO: [0.070]
JointNLT: [0.067]
SiamFC: [0.055]
ATOM: [0.047]
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Complete success plots of OPE - Rotation
OKTrack: [0.480]
UOSTrack: [0.466]
GRM: [0.456]
All-in-One: [0.456]
OSTrack: [0.451]
UVLTrack: [0.448]
AiATrack: [0.444]
CiteTracker-256: [0.433]
SeqTrack-B256: [0.431]
ToMP-101: [0.427]
TransT: [0.416]
TrDiMP: [0.411]
SimTrack-B32: [0.407]
STARK-ST50: [0.403]
MixFormerV2-B: [0.403]
KeepTrack: [0.398]
AutoMatch: [0.393]
SiamBAN: [0.388]
Ocean: [0.384]
VLT_TT: [0.381]
SiamRPN++: [0.378]
PrDiMP: [0.366]
SiamCAR: [0.338]
VLT_SCAR: [0.297]
TCTrack: [0.275]
VITAL: [0.274]
ECO: [0.261]
JointNLT: [0.250]
SiamFC: [0.231]
ATOM: [0.197]
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Complete success plots of OPE - Scale variation
OKTrack: [0.332]
UOSTrack: [0.317]
All-in-One: [0.309]
GRM: [0.305]
OSTrack: [0.304]
AiATrack: [0.301]
UVLTrack: [0.300]
SeqTrack-B256: [0.289]
CiteTracker-256: [0.288]
ToMP-101: [0.282]
TransT: [0.280]
TrDiMP: [0.275]
MixFormerV2-B: [0.271]
KeepTrack: [0.271]
STARK-ST50: [0.271]
SimTrack-B32: [0.269]
AutoMatch: [0.257]
VLT_TT: [0.254]
Ocean: [0.251]
SiamBAN: [0.247]
PrDiMP: [0.245]
SiamRPN++: [0.241]
SiamCAR: [0.212]
VLT_SCAR: [0.183]
VITAL: [0.167]
TCTrack: [0.164]
JointNLT: [0.162]
ECO: [0.161]
SiamFC: [0.134]
ATOM: [0.122]
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Complete success plots of OPE - Similar distractors
OKTrack: [0.387]
UOSTrack: [0.371]
All-in-One: [0.361]
GRM: [0.356]
OSTrack: [0.354]
AiATrack: [0.351]
UVLTrack: [0.350]
CiteTracker-256: [0.340]
ToMP-101: [0.337]
SeqTrack-B256: [0.332]
TrDiMP: [0.326]
TransT: [0.323]
SiamBAN: [0.310]
KeepTrack: [0.309]
SimTrack-B32: [0.307]
AutoMatch: [0.306]
MixFormerV2-B: [0.305]
Ocean: [0.303]
STARK-ST50: [0.302]
SiamRPN++: [0.301]
VLT_TT: [0.291]
PrDiMP: [0.286]
SiamCAR: [0.277]
VLT_SCAR: [0.240]
VITAL: [0.224]
TCTrack: [0.216]
ECO: [0.214]
SiamFC: [0.187]
JointNLT: [0.158]
ATOM: [0.153]
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Complete success plots of OPE - Size Medium
OKTrack: [0.219]
UOSTrack: [0.218]
OSTrack: [0.216]
UVLTrack: [0.216]
AiATrack: [0.215]
All-in-One: [0.215]
GRM: [0.215]
SeqTrack-B256: [0.208]
STARK-ST50: [0.205]
ToMP-101: [0.204]
CiteTracker-256: [0.204]
MixFormerV2-B: [0.203]
SimTrack-B32: [0.202]
KeepTrack: [0.201]
TransT: [0.200]
TrDiMP: [0.194]
VLT_TT: [0.187]
AutoMatch: [0.186]
PrDiMP: [0.184]
Ocean: [0.178]
SiamRPN++: [0.174]
SiamBAN: [0.170]
JointNLT: [0.161]
SiamCAR: [0.158]
VLT_SCAR: [0.136]
VITAL: [0.135]
ECO: [0.132]
TCTrack: [0.127]
SiamFC: [0.120]
ATOM: [0.096]
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Figure 6: Performances of baseline trackers on the WebOUT-1M test set of different attributes using
cAUC scores. Best viewed by zooming in.
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