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The sudden public availability and rapid adoption of large language models (LLMs), e.g., through OpenAI’s services and their publicly available ChatGPT, will significantly impact future life and societies. LLM tools have rapidly been woven into the fabric of high school classrooms through commercial, publicly available tools that every student and teacher can access. This has created a push for teachers, school administrators, educational content developers, etc., to address how these technologies should play a role in the classroom, which has resulted in initiatives to explore the learning potentials of using these AI tools and the development of tools designed explicitly for Danish classrooms, such as SkoleGPT (school GPT). While this work, addressing how the teacher profession can handle these new technologies, is exciting and vital work, it misses crucial perspectives on how LLM technologies are also disrupting personal lives, most professions, and our societies. Studies find that 80% of the US workforce will be affected and that 15% of all work tasks can be completed significantly faster with LLM-powered technologies (Eloundou et al., 2023), and we are currently experiencing how LLM technologies are being implemented in various software products; from productivity tools in Microsoft Office packages to AI friends in SnapChat. I argue that students must be taught the skills and insights to navigate this changed world. Here, it is insufficient to have been taught by an AI tutor or know how to prompt a Chatbot to take the role of a historical character; a more fundamental understanding of the technologies and a more progressive attitude towards using them is required. This perspective builds on decades of efforts into teaching computational skills to support students in building, customizing, and taking advantage of computational technologies in their professional and personal lives (Iversen et al., 2018; Van Mechelen et al., 2022; Wing, 2006).
Currently, we see how commercial actors oversell LLMs as the idea of general intelligence (Siddarth et al., 2021) and how the public debate becomes centered around the prospects of such idea, instead of focusing on the implications of the current technology. There are already examples of how AI in education amplifies social biases and discriminates minority students (Selwyn, 2022). These issues will only be magnified with the rapid adoption of LLMs in classrooms. Instead, students should learn about LLMs as bounded mathematical systems that conduct algorithmic forecasting (Selwyn, 2022); how they are trained on vast amounts of data from the web that mainly expresses values expressed through English language (Brown et al., 2020); how climate impact of LLMs has become a serious issue given the enormous amount of energy that is required to train the computational models (Hershcovich et al., 2022; Selwyn, 2022); and how they are fine-tuned through manual human labor (D. Wang et al., 2022).
The recent success of LLMs is among other innovative steps based on aligning the models through human feedback processes where humans manually annotate data and provide feedback on LLMs’ outputs (Y. Wang et al., 2023). The human-annotated data are used to align foundational LLMs (models trained on data scraped from the internet, books, etc.) to human preferences and to train them in solving specific tasks in a process called fine-tuning. Experts can conduct the data annotation if the goal is to fine-tune a model to solve specific tasks in a research field or a company context. But for more general tasks, such as acting as a helpful chatbot that does not hallucinate or make discriminating utterances, low-wage labor in the global south is primarily used (The Washington Post, 2023; D. Wang et al., 2022). This process poses issues with transparency and how the plurality of local human cultures and values are taken into account (Johnson et al., 2022). Studies have shown how LLMs demonstrate social biases, favor more progressive political views than the general public (Chang et al., 2024), and mainly align with dominant US public opinions (Johnson et al., 2022). This causes urgent social and democratic issues when recent studies demonstrate how LLMs impact how we communicate and form social relationships through text (Hohenstein et al., 2023) and how users of LMMs unknowingly adopt opinions embedded in LLMs – not just in the text they produce but also when asked about their opinion afterwards (Jakesch et al., 2023).
	In this project, we will engage Math and Informatic teachers and students in hands-on activities of fine-tuning LLMs to students’ preferences and solving high school subject-specific tasks. To address
challenges about the scale of datasets, computing, and hosting required to conduct such activities, this project takes a crowdsourcing approach where teachers and students contribute to shared data sets among multiple classrooms, which we will use to fine-tune LLMs that we host to make them available to the same teachers and students. Students will be engaged in activities such as using subject knowledge to create exemplary solutions through generating or annotating text, measuring agreement among annotators, formal evaluation of fine-tuned models, and using the fine-tuned models in analytical activities.
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