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Abstract

Evaluating the quality of recommender systems
is critical for algorithm design and optimization.
Most evaluation methods are computed based
on offline metrics for quick algorithm evolu-
tion, since online experiments are usually risky
and time-consuming. However, offline evalu-
ation usually cannot fully reflect users’ pref-
erence. Moreover, many offline metrics such
as AUC do not offer sufficient information for
comparing the subtle differences between two
competitive recommender systems in different
aspects, which may lead to substantial perfor-
mance differences in long-term online serving.
Fortunately, due to the strong commonsense
knowledge and role-play capability of large lan-
guage models (LLMs), it is possible to obtain
simulated user feedback on offline recommen-
dation results. Motivated by the idea of LLM
Chatbot Arena, in this paper we present the idea
of RecSys Arena, where the recommendation
results given by two different recommender sys-
tems in each session are evaluated by an LLM
judger to obtain fine-grained evaluation feed-
back. More specifically, for each sample we
use LLM to generate a user profile description
based on user behavior history or off-the-shelf
profile features, which is used to guide LLM to
play the role of this user and evaluate the rela-
tive preference for two recommendation results
generated by different models. Through experi-
ments, we demonstrate that LLMs can not only
provide evaluation results consistent with accu-
racy and diversity metrics, but also effectively
distinguish between algorithms while offering
nuanced insights into subjective dimensions.

1 INTRODUCTION

Accurate and comprehensive evaluation of rec-
ommendation algorithms is essential in practi-
cal recommender system design and optimiza-
tion (Zangerle and Bauer, 2022; Bauer et al., 2024).
However, recommender system evaluation is very
challenging due to the complexity of user feed-

back and rapid shift of data distribution. Recom-
mender system evaluation is typically divided into
two main categories: online evaluation and offline
evaluation. Although online experiments such as
A/B testing can give direct assessments about the
overall performance of different recommendation
algorithms, it is relatively time-consuming to ac-
cumulate sufficient user behaviors to obtain confi-
dent results. To facilitate algorithm optimization,
researchers often rely on offline evaluation using
historical user behavior logs to obtain preliminary
assessments before deploying models in real-world
settings (Beel et al., 2013). For example, metrics
such as AUC and nDCG are widely used in dif-
ferent domains to indicate the ranking quality of
recommender systems (Zhu et al., 2022). In addi-
tion, researchers devise various metrics to quantita-
tively measure the behaviors of models in different
aspects, such as coverage, diversity, novelty and
serendipity (Zangerle and Bauer, 2022). However,
these offline metrics may not well reflect user satis-
faction and long-term user experience. In addition,
many ranking metrics such as AUC are not suffi-
ciently sensitive to distinguish the real quality of
different recommender systems, which may not
provide valuable reference for picking promising
candidate algorithm for online experiments.

In recent years, researchers explore the use of
large language models (LLMs) in evaluation due
to their rich general knowledge memorization and
human-oriented behavior alignment (Kocmi and
Federmann, 2023; Zhang et al., 2024; Wang et al.,
2023; Oosterhuis et al., 2024; Song et al., 2024).
For example, zhang et al. (Zhang et al., 2024)
proposed that LLMs can achieve a comparable or
even better evaluation accuracy compared to tra-
ditional methods in the task of assessing recom-
mendation explanation quality. In addition, they
claimed that using the voting results of multiple
LLMs can improve the accuracy of evaluations.
Wang et al. (Wang et al., 2023) proposed leverag-
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Figure 1: The differences among traditional offline evaluation, real-world user evaluation, and LLM-based pair-wise

evaluation

ing LLMs’ role-play capability as user simulators
to evaluate conversational recommender systems
(CRSs). These methods typically rely on LLMs to
generate absolute scores for individual algorithms,
which fails to capture the relative quality differ-
ences between two recommender systems.

Inspired by the relative evaluation methods of
LLM such as Chatbot Arena (Chiang et al., 2024)
and AlpacaEval (Dubois et al., 2024), we propose
a practical LLM-based pair-wise evaluation frame-
work named RecSys Arena, which aims to eval-
uate the relative performance of recommendation
methods on each sample. As demonstrated by the
existing work (Dai et al., 2023), in recommenda-
tion task, LLLM is good at pair-wise ranking while
less good at point-wise ranking. In the relative
evaluation task, LLMs can simultaneously access
information from two recommendation results, fa-
cilitating a more granular comparative analysis and
uncovering subtle differences to assess their align-
ment with user preferences.

Figure 1 presents the overview of our approach
RecSys Arena. To tackle the limitation of offline
evaluations in accurately reflecting user percep-
tions, we utilize LLMs to simulate users. More
specifically, we extract user information from vari-
ous data sources, including behavioral history and
existing profile features. This data is then used to
construct a detailed user profile description. By
simulating the role of the user, the LLM can gen-
erate personalized evaluation. Next, to facilitate
pair-wise evaluation, we provide the LLM with the
recommendation result lists generated by two dif-
ferent recommender systems when constructing the
prompts. Compared to absolute evaluation, relative
evaluation offers more contrast information, allow-
ing the LLM to perform a finer-grained assessment

of the recommendation results. This approach en-
hances the LLM’s ability to distinguish subtle dif-
ferences in recommendation results. At the same
time, compared to online evaluations, the LLM-
based pair-wise evaluation method offers greater
feasibility and efficiency. This method allows for
rapid testing of different recommendation scenar-
ios, enabling researchers to analyze large datasets
and assess various recommendation model perfor-
mances. Furthermore, by leveraging LLMs, the
evaluation process can be conducted at scale, pro-
viding a more comprehensive understanding of user
preferences while reducing the time and resources
typically required for online evaluations. In sum-
mary, we leverage the human-like and role-play
capabilities of LLMs to conduct pair-wise evalua-
tions of recommendation results, assessing which
of the two recommender systems performs better
based on an understanding of the user’s personal
attributes and preferences. Moreover, LLMs are
pre-trained on vast data corpora in a self-supervised
manner, allowing them to capture extensive domain
knowledge. This exposure helps them learn intri-
cate patterns and contextual cues, enhancing their
reasoning abilities (Brown, 2020). Additionally,
with billions of parameters fine-tuned during train-
ing, these models can effectively encode and recall
information, facilitating reasoning processes. For
example, for categories of items that do not appear
in the historical interactions, the LLM will conduct
a potential inferential analysis of whether the user
might be interested in the item based on personal
attributes or other information.

We conducted experiments to demonstrate the
effectiveness of the LLM-based method in pair-
wise evaluation of recommender systems. In our
study, we considered different types of recom-



mendation models, including factorization ma-
chines (Rendle, 2010), ID-based recommendation
model (Guo et al., 2017), content-based recom-
mendation model (Wu et al., 2019), sequence rec-
ommendation model (Kang and McAuley, 2018),
and graph neural network-based recommendation
model (He et al., 2020). We used two public
content recommendation datasets (i.e. Movie-
Lens (Harper and Konstan, 2015) and MIND (Wu
et al., 2020)) for evaluation. In our study, we con-
sidered both open-source and closed-source LLMs
across various sizes, ranging from 8 billion to 236
billion parameters. Additionally, we designed six
aspects for evaluating the quality of recommenda-
tion results from the user’s perspective.
Our study makes the following findings:

» Large language models, leveraging their rea-
soning capabilities, world knowledge, text
generation capabilities, and role-play capabil-
ities, can generate reasonable pair-wise evalu-
ation results. Moreover, when comparing two
recommendation models, these results align
with the trends observed in offline metrics,
such as AUC and Diversity.

* Different large language models exhibit vary-
ing effectiveness in the task of recommenda-
tion quality evaluation, with larger models
generally performing better.

* Pair-wise evaluation based on large language
models offers a more nuanced distinction be-
tween two different recommendation models
with similar performance in terms of AUC
and nDCG. RecSys Arena can uncover sub-
tler differences in recommendation results that
existing offline metrics might overlook.

2 METHODOLOGY

In this article, we propose a novel and practical
approach , called RecSys Arena, to utilize the LLM
to conduct pair-wise evaluations of the two recom-
mender systems.

2.1 Problem Formulation

We use U = (u1,u2, ..., uy|) to denote the set of
users in a recommender system (RS). Input to the
RS includes the user’s personal attribute informa-
tion S and viewing histories H of users respec-
tively. The RS recommend multiple items to each
user u, which are defined as I,, = (i1, i2, ..., Z'\Iul)-

Giventwo RSs R4 and Rp, weuse I, and I,
to represent the corresponding recommendation re-
sult lists generated by systems R 4 and Rp, respec-
tively. Let f(-) represent the evaluation method.
The pair-wise evaluation results of systems 12 4 and
Rp, as provided by the LLM, can be expressed as:

from(U, Ra, Rp) = LLM (S, Hu, IR, IR, P)
ey
where P denotes the prompt template.

The primary goal of pair-wise LLM-based eval-
uation is to 1) measure, from the user’s perspective,
which recommender system, R 4 or Rp, has better
overall performance for the same user. Note that
the overall performance refers to the comparison
results that take into account multiple evaluation di-
mensions (to be introduce in 2.2). Along with the
measurable overall performance, 2) LLM-based
evaluation method also reports a detailed, inter-
pretable qualitative analysis explaining the eval-
uation reasons for each dimension, which could
facilitate the developer to further make targeted
improvements to the recommender system.

2.2 Evaluation Dimensions

To address the issue that existing offline evaluation
metrics cannot evaluate the quality of recommen-
dation results from the user’s perception, we pri-
marily focus on user experience when designing
the evaluation dimensions. We assume that users
of the recommender system serve as the most accu-
rate evaluators of the recommendation results. We
consider both mainstream dimensions of concern
(e.g., accuracy, satisfaction) and dimensions that
traditional offline metrics cannot evaluate (e.g., in-
spiring content, positive impact). Therefore, for
the paired recommendation result I, and Ir,,
the LLM is asked to give a comparative evaluation
result from the following 6 aspects:

Accuracy: This recommendation result list
aligns well with my interests.

Satisfaction: I am satisfied with the results pro-
vided by this recommender system.

Inspiration: The recommended items inspire
me to think, promote further exploration, and en-
hanced my willingness to interact with the recom-
mendation platform.

Content Quality: The recommended items are
of high quality.

Transparency: The recommendation results are
associated with one of my personal information
or an interaction history, and it is evident which



Considering you are a user of a movie recommendation platform.
Your user ID is [0], you are [under 18 years old], and your occupation is [K-12
student]. You are [male].

Role-play

You have recently watched the following movies: [ A Perfect World (1993), its
genre are Action, Drama; ...].

Historical
Interaction

The recommender systems A and B have suggested a list of movies to you
based on your personal i ion and historical il i
The top [5] movies by

The top [5] movies by F

Pair-wise
Recommendation
Results

System A are: [...]
System B are: [...]

Please analyze which recommender system provides better recommendation
results based on the following aspects, and provide a specific analysis for each

Evaluation aspect.
Aspects Accuracy: ...
Satisfaction: ...
Evaluation Output

Next, based on the results of the analysis above, please evaluate which
recommender system performs better overall. Conclude your evaluation with
whether 'A wins,' 'B wins,' or 'Tie'.

Figure 2: The outline of evaluation prompt template
applied in our study

feature is relevant.
Impact on users: The impact of this recommen-
dation result list on me is positive.

2.3 Prompt Construction

In this section, we introduce the construction of
the prompt P, designed to guide LLM in evaluat-
ing the quality of pair-wise recommendations from
specific aspects, based on user profiles and viewing
histories. As shown in Figure 2, P consists of five
components.

In the first part of the prompt, we leverage the
role-play capability of LLMs to facilitate a per-
sonalized evaluation of recommendation results.
To do this, we provide the LLM with the user’s
personal attribute information, including age, oc-
cupation, gender, and other relevant details. The
second part of the prompt consists of the user’s
viewing history, such as information on movies
they have watched or news they have clicked on.
This content is included to allow the LLM to per-
ceive the user’s preferences, enabling it to conduct
subsequent evaluations from the user’s perspective.
Please note that the MIND dataset does not contain
any personal user information. Instead, we provide
the historical records of news articles that users
have browsed, allowing the LLM to understand the
user profile. This approach also helps the LLM
gain insights into user preferences and behaviors.
Next, the recommendation results from the two sys-
tems, R4 and Rp, are presented to the LLM via
the prompt. These recommendation results will
include specific item information, such as the titles
and genres of the movies. In the evaluation section
of the prompt, we list the descriptions of each eval-
uation dimension to assist the LLM in understand-
ing the specific content that requires assessment
for each dimension. Additionally, the evaluation

dimensions in this prompt template can be dynami-
cally adjusted, further enhancing the scalability of
the evaluation framework. This flexibility allows
researchers to tailor the evaluation criteria to suit
different contexts and objectives, making it appli-
cable across a wide range of scenarios. The main
objective of this section is to allow the LLM to
make evaluative judgments based on its analysis
of each evaluation aspect. We aim to guide the
LLM through a step-by-step thought process, simi-
lar to the Chain-of-Thought (Wei et al., 2022). This
method encourages deeper reasoning and enhances
the quality of the evaluation by building on prior
insights. Finally, the LLM is asked to output the
qualitative analysis for each dimension, along with
an overall comparative evaluation of the pair-wise
recommendation results from systems R 4 and Rp.

2.4 LLM Evaluator Construction

We utilize pre-trained LLMs to provide compara-
tive evaluations for paired recommender systems.
The LLM receives the user’s personal attribute in-
formation, viewing histories, and recommendation
results from the two recommender systems R 4 and
Rp under test, accompanied by the prompt P to
describe the evaluation instruction. LLMs trained
on massive corpora of unlabelled data possess a
wealth of general knowledge, which aids them in
understanding recommended items, such as movies.
The reason for their strong power can be concluded
as they do not need task-specific training data and
can be pre-trained on tremendous in-the-wild data
in a self-supervised manner (a.k.a. pre-training),
so that sufficient domain knowledge can be cap-
tured (Radford, 2018; Devlin, 2018; Brown, 2020).

Previous research on evaluation based on LLMs
has mostly involved absolute evaluation (Zhang
et al., 2024; Kocmi and Federmann, 2023). Our
approach differs from previous studies in that we
ask the LLM to conduct a comparative evaluation
of two recommendation results, thereby providing
arelative assessment. LLMs perform better on pair-
wise tasks (Dai et al., 2023). On one hand, using
relative evaluation allows the LLM to simultane-
ously access information from two recommenda-
tion results, facilitating a more nuanced compar-
ative analysis. This enables the LLM to uncover
subtle differences and assess how well each result
aligns with user preferences. On the other hand,
absolute scoring evaluations often provide limited
context, making it challenging for the model to
identify and distinguish between the merits of in-



dividual recommendations. By leveraging relative
evaluation, we enhance the LLM’s capacity to per-
form finer-grained assessments.

We conduct a statistical analysis of the evalua-
tion results generated by the LLM. To measure the
degree of victory between the two models more pre-
cisely, we designed the quantile Q metric. Specifi-
cally, we calculate the quantile Q using the follow-
ing formula:

(Nwin + Ntie)

Q= jwin T e
(Nlose + Ntie)

(2)
where N, denotes the number of samples in the
test set where the RS is deemed to have won, Ny,
indicates the number of samples where the RSs
tied, and N, represents the number of samples
in which the RS lost. A larger value of Q indicates
a greater degree of victory for the RS.

3 EXPERIMENTAL SETUP

We conduct a series of experiments to answer the
following research questions (RQs):

RQ1: What is the overall performance of the
LLM-based evaluation method for recommender
systems?

RQ2: What is the performance of the LLM-
based evaluation method for recommender systems
in different evaluation sub-dimensions?

RQ3: Can the evaluation results of our method
align with the users’ explicit evaluations?

RQ4: How does our evaluation method distin-
guish between different recommendation models?

3.1 Evaluation Metrics

We can initially assess the effectiveness of eval-
uation based on LLMs by determining whether
the results provided by the LLMs align with of-
fline metrics. We consider the three popular met-
rics: AUC (Area under the Curve) (Ling et al.,
2003), nDCG@Q@¥k (Normalized Discounted Cumula-
tive Gain for the top k recommendations) (Jarvelin
and Kekildinen, 2002), URD (User Recommenda-
tion Diversity) (Qin and Zhu, 2013).

3.2 Recommender Systems and Datasets

In this study, we use two content recommenda-
tion datasets (i.e., Movielens and MIND) released
by the previous study (Harper and Konstan, 2015;
Wau et al., 2020) as our evaluation datasets, which
have been widely used in the existing studies (Lin
et al., 2022; Wu et al., 2019; An et al., 2019; Xie

Table 1: The recommendation accuracy of recommender
systems in terms of AUC and nDCG@5

RS MovieLens MIND
AUC nDCG@5 | AUC nDCG@5
FM 0.5701 0.0557 0.4857 0.1966
NRMS 0.7521 0.1216 0.5004 0.2242
LightGCN | 0.6824 0.1101 0.4990  0.2197
SASRec | 0.6772 0.1086 0.4985 0.2190
DeepFM | 0.6146 0.0970 0.4956 0.2183

etal., 2022). More specifically, MovieLens (Harper
and Konstan, 2015) comprises data from 1 million
movie ratings provided by 6,040 users across 3,883
movies. Within this dataset, user’s attributes in-
clude gender, age, and occupation. MIND (Wu
et al., 2020) is a news dataset and was collected
from the user behavior logs of Microsoft News.
The dataset contains 161,013 news and 24,155,470
reading records. We followed existing work (He
et al., 2017; Wu et al., 2020) for the splitting of the
training, validation, and test sets.

In our study, we use 5 categories of recom-
mender systems as the subject of the evaluation
in total. We considered different types of recom-
mendation models under test: Factorization Ma-
chines, the content-based model, the graph-based
model, the sequence recommendation model, and
the ID-based model. We describe the specific in-
formation of the recommendation models as fol-
low. Rendle et al. propose factorization machine
(FM) (Rendle, 2010), which improve upon logis-
tic regression models by addressing the challenge
of training model parameters in sparse data sce-
narios. NRMS (Wu et al., 2019) is a represen-
tative of content-based recommendation models
that employs multi-head self-attention mechanisms
for encoding content, such as news titles. Light-
GCN (He et al., 2020) is a model that simplifies
Graph Convolutional Networks (GCNs) by focus-
ing solely on the core component of neighbor-
hood aggregation for collaborative filtering. SAS-
Rec (Kang and McAuley, 2018) is a sequence rec-
ommendation model based on self-attention mech-
anisms. DeepFM (Guo et al., 2017) is an extension
of Wide&Deep that synergistically integrates fac-
torization machines for recommendation and deep
learning for feature learning, emphasizing both low-
and high-order feature interactions.

Table 1 lists the values of the evaluation metrics
(i.e., AUC and nDCG@5) for the above five recom-
mendation models, respectively on the Movielens
and MIND datasets.



3.3 LLMs

We conduct experiments with three LLMs, includ-
ing the open-source LLM and proprietary LLM.
GPT-40 (gpt, 2024) is a proprietary LLM released
by OpenAl. With targeted optimizations, GPT-40
delivers superior performance in generating ac-
curate and contextually relevant responses, ben-
efiting from refined training techniques and up-
dates. DeepSeek-V2.5 (DeepSeek-Al, 2024) is a
strong Mixture-of-Experts (MoE) langage model
that excels in writing and instruction-following. It
comprises 236B total parameters. Llama3.1-8B-
Instruct (lla, 2024) is fine-tuned specifically to fol-
low and execute user instructions more accurately,
making it better at handling tasks that involve clear
directives or specific commands. To make the out-
put as deterministic as possible, we set tempera-
ture=0 when calling the API. In our experiments,
we evaluated the top-5 items recommended by each
recommender system.

4 EXPERIMENTAL RESULTS

4.1 RQ1: The Overall Performance of
Evaluation

Our main results are displayed in Table 2. Specifi-
cally, we conducted pair-wise evaluations by sep-
arately comparing the ID-based recommendation
model (i.e., DeepFM), content-based recommen-
dation model (i.e., NRMS), sequential recommen-
dation model (i.e., SASRec), and graph network-
based recommendation model (i.e., LightGCN)
with FM. First, we present the proportions of
"Win", "Tie", and "Lose" for each RS relative to
FM in the evaluation results provided by the LLM.
Then, in Table 2, we calculated the quantile O (i.e.,
(Nwin + Ntie)/(Niose + Ntie)) shown in Column
"Q" and listed the rankings of the quantiles Q in
Column "Rank".

To investigate the overall effectiveness of LLMs
in evaluating recommendation quality, we use
the AUC from traditional metrics as a reference.
Specifically, we examine whether the ranking re-
sults of recommendation quality provided by LLMs
are consistent with the ranking results based on tra-
ditional accuracy metric (i.e., AUC).

Impact of different LLLMs. In our experiments,
we examined differences across various LLMs. The
ranking results provided by GPT-40 and DeepSeek-
V2.5-236B are consistent with traditional ranking
results (as shown in Table 1). However, the rank-
ing results provided by Llama3.1-8B-Instruct show

some discrepancies. Moreover, in the compara-
tive evaluation results provided by Llama3.1-8B-
Instruct, the likelihood of the tested models being
tied is higher. This indicates that Llama3.1-8B-
Instruct’s evaluation criteria may be more lenient,
potentially leading to a higher incidence of sim-
ilar performance scores among different models.
Larger LLMs are better equipped to evaluate rec-
ommendation quality. To analyze the correlation
between LLM-based evaluations and offline met-
rics, we computed the Pearson correlation (Cohen
et al., 2009) between AUC and Q. Due to page
limit, we present the results in Appendix B.

Impact of different Datasets. Furthermore,
we considered the datasets conducting different
tasks, including movies and news recommenda-
tions. Compared to the Movielens dataset, the
MIND dataset provides more textual content, in-
cluding news titles and abstracts, which is more
conducive to the LLM’s understanding of items.
From the horizontal comparison of the results from
both datasets, the LLM maintains a consistent win-
loss ratio for evaluation of ID-based recommenda-
tion models, sequential recommendation models,
and graph-based recommendation models. How-
ever, as shown in Table 2, content-based recom-
mendation models perform better on the MIND
dataset, indicating that different types of models
have different applicable scenarios. The evalua-
tion results can guide the selection of models in
different scenarios.

Impact of different Models. In addition to rec-
ommendation models with significantly different
recommendation accuracy (e.g., relative to FM), we
also conducted pair-wise evaluations on recommen-
dation models with similar AUC. We present the
specific values of quantile Q for the pair-wise rec-
ommendation models in Figure 3. Figure 3 shows
that for recommendation models with very simi-
lar AUC values, LLMs can effectively distinguish
the quality of recommendations between them. In
other words, it implies that the LLM-based pair-
wise evaluations can more effectively identify sub-
tle differences in performance that offline metrics
might not capture.

4.2 RQ2: The Multiple-Aspect Performance
of Evaluation

The multiple-dimensions we designed in Sec-
tion 2.2 are intended to assist LLMs in deriving an
overall evaluation result. Specifically, they guide
the LLM to first consider the comparative evalu-



Table 2: The overall performance of LLM-based pair-wise evaluation

LLM RS . - MovieLens . - MIND

Win(%) Tie(%) Lose(%) Q Rank | Win(%) Tie(%) Lose(%) Q Rank

NRMS 61.1 14.7 24.2 1.9485 1 71.9 11.0 17.1 2.9501 1

GPT4o LightGCN 62.8 8.4 28.8 1.9139 2 60.5 20.9 18.6 2.0607 2

SASRec 60.3 10.7 29.0 1.7884 3 59.9 19.7 20.4 1.985 3

DeepFM 59.1 114 29.5 1.7237 4 55.0 15.2 29.8 1.56 4

NRMS 64.7 12.6 22.7 2.1898 1 66.7 10.3 23.0 2.3123 1

LightGCN 62.2 9.7 28.1 1.9021 2 62.6 15.3 22.1 2.0828 2

DeepSeck-V2.5 “gASRec | 613 92 295 18217 3 60.6 149 245 19162 3

DeepFM 64.7 12.6 22.7 1.7680 4 58.7 12.4 28.9 1.7215 4

NRMS 50.8 28.6 20.6 1.6138 3 54.8 27.1 18.1 1.8119 1

Llama3.1-8B LightGCN 50.5 37.9 11.6 1.7858 1 437 40.7 15.6 1.4991 3

SASRec 45.0 31.6 234 1.3927 4 50.3 35.6 14.1 1.7283 2

DeepFM 49.9 38.7 11.4 1.7684 2 45.1 34.9 20.0 1.4571 4

" In the pair-wise evaluation, recommender system A R is one of NRMS, LightGCN, SASRec, or DeepFM, while recommender system B R is FM.

1.25

NRMS -

1.20

LightCNN -
1.15

SASRec -1.10

DeepFM

NRMS LightCNN SASRec DeepFM

Figure 3: Values of Q in LLM-based pair-wise evalua-
tion for recommender systems with similar AUC

Table 3: The performance of LLM-based pair-wise eval-
uation in terms of inspiration

LLM RS URD Win(%) Tie(%) Lose(%) Q  Rank
SASRec | 0.1968 69.0 108 202 25741 1

GPTdo LightGCN | 0.1962  60.1 49 350 16290 2
NRMS |0.1963 596 56 348 16138 3

DeepFM | 0.1954 573 110 317 15995 4

SASRec | 0.1968 628 127 245 20295 1

LightGCN | 0.1962 589 205 206 19318 2

DeepSeek-V2.5 | “\pms [ 0.1963 610 8.3 307 17769 3
DeepFM | 0.1954 569  11.I 320 15777 4

* In the pair-wise evaluation, recommender system A R 4 is one of NRMS, LightGCN, SASRec, or DeepFM,

while recommender system B Rp is FM.

ation results of these 6 sub-dimensions, and then
synthesize them to arrive at an overall evaluation
result. This step-by-step thought process is more
conducive to obtaining reliable and accurate evalu-
ation results. However, we still need to verify the
effectiveness of the sub-dimension evaluations. We
chose to validate the dimensions of inspiration and
transparency.

4.2.1 Inspiration

Table 3 presents the pair-wise evaluation results
provided by GPT-40 and DeepSeek-V2.5 in terms
of inspiration aspect. Table 3 shows that the evalu-
ation trends provided by the LLM in terms of inspi-

User: {age: 45~49}

GPT-40 Result:

Transparency: ‘A wins’ - Recommender system A seems to be more transparent
as it is associated with one of the user’s personal information (age) and it is clear
which feature it is. Recommender system B doesn’t provide any specific
information about how the recommendations were made.

(a) Case 1

User: {age: 25~34; occupation: writer; gender: female}

GPT-40 Result:

Transparency: ‘A wins’ - Recommender system A seems to be more transparent
as it is associated with the user’s personal information (age, gender, etc.). System
A provided a list that includes movies that are likely to be more appealing to the
user, given their age and gender. The inclusion of ‘The Little Mermaid' (1989), a
classic animated movie, and 'Breakfast of Champions' (1999), a comedy, could
be more satisfying to the user than the horror and thriller movies recommended
by system B.

(b) Case 2

Figure 4: Two showcases of LLM-based pair-wise eval-
uation results for the transparency dimension

ration align well with the offline metric URD. Fur-
thermore, in specific sub-dimensions (such as inspi-
ration), the LLM’s evaluation results also demon-
strate better differentiation.

4.2.2 Transparency

The transparency metric is primarily used to mea-
sure whether the model has utilized sufficient and
correct features to infer and predict the recom-
mended item. We assess whether the LLM can ef-
fectively evaluate the transparency metric by inves-
tigating whether it can perceive changes in the fea-
tures used during training. Specifically, we trained
the DeepFM model using different features. One
model was trained considering only the features
user_id and item_id. For the training of another
model, we included more user features such as age,
gender, and occupation.

In Case 1, given a user aged 45-49, the recom-



mendation results from recommender system B
(a model trained only with user_id and item_id)
included movies in the category of "Children’s".
GPT-40 provided an evaluation on the transparency
dimension, stating "A wins." The rationale for this
assessment is that Recommender System A’s rec-
ommendation results are more aligned with the
user’s age. This example shows that LLMs are
capable of distinguishing differences in recommen-
dation results produced by recommendation mod-
els trained on different features. Furthermore, the
LLM can pinpoint which specific feature is respon-
sible for the observed differences.

In Case 2, the user’s specific characteristics are:
age 25-34, occupation as a writer, and gender fe-
male. However, System B recommended movies
categorized as "Horror" to her, a genre that had
not appeared in her historical viewing list. From
the results of GPT-4o, it is evident that LLMs can
analyze and perceive that recommending movies
categorized as "Horror" to this user is inappropriate
based on her personal attributes.

4.3 RQ3: Alignment with User-Centric
Explicit Evaluations

To validate the effectiveness of our method in eval-
uating subjective dimensions (e.g., satisfaction),
we use the Yelp dataset, which contains explicit
user feedback (e.g., user ratings), to demonstrate
its alignment with explicit user evaluation results.
However, in practical scenarios, explicit user feed-
back is often difficult to obtain, and in most sit-
uations, only implicit feedback (e.g., user clicks)
is available. The Yelp dataset is collected from
a popular business review platform, encompass-
ing a wide range of businesses such as restau-
rants, shopping malls, and hotels. It includes
user feedback in the form of ratings and written
reviews. The dataset covers over 160,000 busi-
nesses and contains more than 8.6 million reviews
from eight different cities. In our study, we use
explicit nDCG@5 (Liu et al., 2010) to measure the
recommendation quality based on users’ explicit
feedback, as this metric reflects users’ subjective
perceptions. As shown in Table 4, the experimen-
tal results indicate that our evaluation method can
serve as a substitute for explicit feedback-based
evaluation, effectively assessing the aspect of user
perception. Due to page limit, the experimental
results on the MovieLens dataset are presented in
Appendix C.

Table 4: The performance of LLM-based pair-wise eval-
uation in terms of explicit feedback-based evaluation on
YELP.

LLM RS explicit nDCG@5  Win(%) Tie(%) Lose(%) Q Rank
NRMS 0.2540 648 140 212 22386 1
GPTdo DeepFM 02431 632 148 220 21195 2
LightGCN 0.2387 60.1 153 246 18897 3
SASRec 0.2303 505 268 237 18859 4
NRMS 0.2540 659 135 206 23284 1
DeepFM 0.2431 636 141 223 21346 2
DeepSeek-V2:3 | | onGeN 0.2387 622 151 227 20449 3
SASRec 0.2303 s87 174 239 18426 4

" In the pair-wise evaluation, recommender system A R.1 is one of NRMS, LightGCN, SASRec, or DecpFM, while
recommender system B Ry is FM.

AUC Q Absolute Score

NRMS LightGCN SASRec DeepFM  NRMS LightGCN SASRec DeepFM  NRMS LightGCN SASRec DeepFM

Figure 5: The differences among offline metric (AUC),
LLM-based pair-wise evaluation reaults (Q), and LLM-
based absolute evaluation score

4.4 RQ4: Relative and Absolute Evaluation

To investigate the differences in differentiation be-
tween relative and absolute evaluation using LLMs,
we conducted a study in which we employed GPT-
4o for the absolute evaluation of four recommender
systems (i.e., NRMS, LightGCN, SASRec, and
DeepFM) with similar AUC values trained on the
MovieLens dataset. For each recommendation re-
sult list, we assigned a score between 0 and 1 using
GPT-40. In Figure 5, we present the normalized
results for the offline metric (i.e., AUC), the pair-
wise evaluation quantiles Q, and the absolute eval-
uation scores for the four recommendation models:
NRMS, LightGCN, SASRec, and DeepFM. Fig-
ure 5 reveals that the LLM-based relative assess-
ment provides better differentiation among these
four models. For example, for the two most closely
matched models in terms of recommendation ac-
curacy, LightGCN and SASRec, the quantiles Q
derived from the LLLM-based pair-wise evaluation
still provide a better way to distinguish them, cap-
turing the subtle differences between them.

S CONCLUSION

We propose a practical LLM-based pairwise evalu-
ation method for recommender systems. It aligns
with offline metrics while improving discrimina-
tion, capturing finer distinctions between models.
Our experiments validate its effectiveness across
various LLMs.



Limitations

This paper mainly focuses on the evaluation of con-
tent recommender systems. However, our findings
suggest that, given appropriate information, large
language models (LLMs) can generate reliable eval-
uation results. This raises the possibility that the
pairwise evaluation method we propose may be
applicable to other types of recommender systems,
such as social, product, or music recommendations,
especially in light of the rapid development of mul-
timodal large language models. Additionally, we
are interested in exploring whether the inclusion of
new types of information, such as social context,
could contribute to more accurate evaluations. We
leave this investigation for future work.
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Considering you are a user of a movie recommendation platform.
Your user ID is 0, you are under 18 years old, and your occupation is K-12
student. You are male.

You have recently watched the following movies: Face in the Crowd, A (1957), its
genre is Drama. Star Wars: Episode V - The Empire Strikes Back (1980), its genre
are Action, Adventure, Drama, Sci-Fi, War. Peacemaker, The (1997), its genre are
Action, Thriller, War. African Queen, The (1951), its genre are Action, Adventure,
Romance, War. Skin Game, The (1931), its genre is Drama.

The recommendation systems A and B have suggested a list of movies to you
based on your personal information and historical interactions.

The top 5 recommended movies in the list given to you by Recommendation
System A are: Pocahontas (1995), its genre are Animation, Childeren's, Musical,
Romance. Batman Returns (1992), its genre are Action, Adventure, Comedy,
Crime. Perfect World, A (1993), its genre are Action, Drama. Abyss, The (1989), its
genre are Action, Adventure, Sci-Fi, Thriller. Farewell to Arms, A (1932), its genre
are Romance, War.

The top 5 recommended movies in the list given to you by Recommendation
System B are: Babe (1995), its genre are Children's, Comedy, Drama. Dear Jesse
(1997), its genre is Documentary. Breathing Room (1996), its genre is Romance.
Abyss, The (1989), its genre are Action, Adventure, Sci-Fi, Thriller. Little Boy Blue
(1997), its genre is Drama.

Please analyze which recommendation system provides better
recommendations based on the following aspects, and provide specific analytic
insights for each aspect.

Accuracy: This list of recommendations aligns well with my interests.
Satisfaction: | am satisfied with these recommendation results.

Inspiring Ci led provoke my thoughts, spark my
curiosity, encourage further exploration, and enhance my interaction with the
recommendation platform.

Content Quality: The recommended items are of high quality.
Explainability/Transparency: The recommendation is associated with one of my
personal information or an interaction history, and it is clear which feature it is.
Impact on users: The impact of this recommendation on me is positive.

. R,
R

Next, based on the results of the analysis above, please evaluate which
recommender system performs better overall.
Conclude your evaluation with whether ‘A wins’, ‘B wins’, or ‘Tie’.

Figure 6: An Example of Prompt for Pair-wise Evalua-
tion of Recommendation System in Practice

A Case Study

To better understand our evaluation framework, we
show a comprehensive and specific evaluation re-
sult generated by the large language model. Fig-
ure 6 presents a specific example of a prompt
used for pair-wise evaluation of recommendation
systems. Figure 7 shows the evaluation results
returned by a large language model (i.e., GPT-
40) for this prompt. In summary, this example
demonstrates that the pairwise evaluation method
based on LLLM can provide a reasonable and com-
prehensive evaluation report that includes both
quantitative and qualitative analysis. Our codes
are publicly available at https://github.com/
anonyProjects/RecSys-Arena.

B Correlation Analysis

To analyze the correlation between the evaluation
results derived from the LLM and the offline met-
rics, we calculated the Pearson Correlation (Cohen
et al., 2009) between the AUC and the Q, as shown

GPT-40 Result:

Accuracy: Recommendation System A: This system suggests films from genres like
Action ("Batman Returns," "A Perfect World," "The Abyss") and Drama ("A Perfect
World") that align with my recent viewing history of action-packed, war-themed, and
drama films. Recommendation System B: While B offers The Abyss and Little Boy
Blue (Drama), the other suggestions—Babe (Children’s, Comedy, Drama), Dear Jesse
(Documentary), and Breathing Room (Romance)—are less aligned with my recent
viewing history. Winner: A wins.

Satisfaction: Recommendation System A: Given that A suggests movies with a strong
focus on action, war, and drama, including The Abyss and Batman Returns, | would
likely find this list more satisfying. Recommendation System B: B includes films like
Babe and Dear Jesse, which may not capture my attention as well as A’s more action-
oriented recommendations. Winner: A wins.

Inspiring Content: Recommendation System A: Films like A Perfect World (Action,
Drama) and Farewell to Arms (Romance, War) may provoke thought due to their
mature and complex themes, especially for a younger viewer who has been watching
war and drama films. However, Pocahontas feels less inspiring for my age and interest
level. Recommendation System B: Although Little Boy Blue (Drama) might inspire
deeper reflection, other films like Babe and Dear Jesse are less likely to provoke
thought based on my interests. The Abyss provides a sense of adventure, but overall,
B's list feels less likely to encourage further exploration. Winner: A wins.

Content Quality: Recommendation System A: A offers high-quality films such as The
Abyss, Batman Returns, and A Perfect World, all of which are well-regarded in their
genres. Recommendation System B: B also includes The Abyss and Little Boy Blue,
both of which are quality films. However, the presence of less universally acclaimed
films like Breathing Room and Dear Jesse reduces the perceived quality of the list.
Winner: A wins.

Explainability/Transparency: ‘A wins’ - Recommendation System A: The
recommendations are relatively explainable given my recent viewing history.
Recommendation System B: The recommendations are harder to explain. The Abyss
is a good fit, and Little Boy Blue aligns with my interest in drama, but films like Babe,
Dear Jesse, and Breathing Room do not clearly connect with my personal information
or viewing history. Winner: A wins.

Positive Impact: Recommendation System A: A’s list could lead to a more enjoyable
and impactful viewing experience. Recommendation System B: B’s recommendations
could lead to a less positive impact because many of the suggested films do not align
with my preferences. Winner: A wins.

Overall Winner: A wins.

Figure 7: An Example of Evaluation Results Provided
by GPT-40

Table 5: The Pearson Correlation between the LLM-
based pair-wise evaluation results and the AUC

LLM MovieLens MIND
Correlation Coefficient P-value | Correlation Coefficient P-value
GPT-40 0.8972 0.1027 0.9001 0.0998
DeepSeek-V2.5 0.9436 0.0563 0.9530 0.0469
Llama3.1-8B -0.2661 0.7338 0.7443 0.2556

11

in Table 5. Table 5 indicates that the evaluation
results generated by GPT-40 and DeepSeek-V2.5
show a strong correlation with the offline metric
AUC; however, the P-values are both greater than
0.01, suggesting that the correlation is not signifi-
cant. In contrast, the evaluation results generated
by Llama3.1-8B exhibit a moderate correlation
with the offline metric AUC.

C Alignment with User-Centric Explicit
Evaluations

We also conducted an experiment on the Movie-
Lens dataset, which includes users’ explicit ratings,


https://github.com/anonyProjects/RecSys-Arena
https://github.com/anonyProjects/RecSys-Arena
https://github.com/anonyProjects/RecSys-Arena

Table 6: The performance of LLM-based pair-wise eval-
uation in terms of explicit feedback-based evaluation on

MovieLens.
LLM RS explicit nDCG@5  Win(%) Tie(%) Lose(%) Q Rank
NRMS 0.2496 611 147 242 19485 1
T LightGCN 02453 628 84 288 19139 2
° SASRec 02401 603 107 290 17884 3
DeepFM 02387 591 114 295 17237 4
NRMS 0249 647 126 227 21898 1
LightGCN 02453 622 97 281 19021 2
DeepSeek-V2.5 | s sRec 0.2401 613 9.2 295 18217 3
DeepFM 02387 647 126 227 17680 4

" In the pair-wise evaluation, recommender system A R.1 is one of NRMS, LightGCN, SASRec, or DeepFM, while

recommender system B R is FM.

to investigate whether the evaluation results based
on LLMs align with user explicit evaluations. The
results in Table 6 demonstrate that the evaluation
results from the LL.M-based pair-wise evaluation
method align with the trends observed in explicit
metrics from user feedback. Therefore, the LLM-
based pair-wise evaluation method can produce

reliable evaluation results.
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