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Abstract001

Evaluating the quality of recommender systems002
is critical for algorithm design and optimization.003
Most evaluation methods are computed based004
on offline metrics for quick algorithm evolu-005
tion, since online experiments are usually risky006
and time-consuming. However, offline evalu-007
ation usually cannot fully reflect users’ pref-008
erence. Moreover, many offline metrics such009
as AUC do not offer sufficient information for010
comparing the subtle differences between two011
competitive recommender systems in different012
aspects, which may lead to substantial perfor-013
mance differences in long-term online serving.014
Fortunately, due to the strong commonsense015
knowledge and role-play capability of large lan-016
guage models (LLMs), it is possible to obtain017
simulated user feedback on offline recommen-018
dation results. Motivated by the idea of LLM019
Chatbot Arena, in this paper we present the idea020
of RecSys Arena, where the recommendation021
results given by two different recommender sys-022
tems in each session are evaluated by an LLM023
judger to obtain fine-grained evaluation feed-024
back. More specifically, for each sample we025
use LLM to generate a user profile description026
based on user behavior history or off-the-shelf027
profile features, which is used to guide LLM to028
play the role of this user and evaluate the rela-029
tive preference for two recommendation results030
generated by different models. Through experi-031
ments, we demonstrate that LLMs can not only032
provide evaluation results consistent with accu-033
racy and diversity metrics, but also effectively034
distinguish between algorithms while offering035
nuanced insights into subjective dimensions.036

1 INTRODUCTION037

Accurate and comprehensive evaluation of rec-038

ommendation algorithms is essential in practi-039

cal recommender system design and optimiza-040

tion (Zangerle and Bauer, 2022; Bauer et al., 2024).041

However, recommender system evaluation is very042

challenging due to the complexity of user feed-043

back and rapid shift of data distribution. Recom- 044

mender system evaluation is typically divided into 045

two main categories: online evaluation and offline 046

evaluation. Although online experiments such as 047

A/B testing can give direct assessments about the 048

overall performance of different recommendation 049

algorithms, it is relatively time-consuming to ac- 050

cumulate sufficient user behaviors to obtain confi- 051

dent results. To facilitate algorithm optimization, 052

researchers often rely on offline evaluation using 053

historical user behavior logs to obtain preliminary 054

assessments before deploying models in real-world 055

settings (Beel et al., 2013). For example, metrics 056

such as AUC and nDCG are widely used in dif- 057

ferent domains to indicate the ranking quality of 058

recommender systems (Zhu et al., 2022). In addi- 059

tion, researchers devise various metrics to quantita- 060

tively measure the behaviors of models in different 061

aspects, such as coverage, diversity, novelty and 062

serendipity (Zangerle and Bauer, 2022). However, 063

these offline metrics may not well reflect user satis- 064

faction and long-term user experience. In addition, 065

many ranking metrics such as AUC are not suffi- 066

ciently sensitive to distinguish the real quality of 067

different recommender systems, which may not 068

provide valuable reference for picking promising 069

candidate algorithm for online experiments. 070

In recent years, researchers explore the use of 071

large language models (LLMs) in evaluation due 072

to their rich general knowledge memorization and 073

human-oriented behavior alignment (Kocmi and 074

Federmann, 2023; Zhang et al., 2024; Wang et al., 075

2023; Oosterhuis et al., 2024; Song et al., 2024). 076

For example, zhang et al. (Zhang et al., 2024) 077

proposed that LLMs can achieve a comparable or 078

even better evaluation accuracy compared to tra- 079

ditional methods in the task of assessing recom- 080

mendation explanation quality. In addition, they 081

claimed that using the voting results of multiple 082

LLMs can improve the accuracy of evaluations. 083

Wang et al. (Wang et al., 2023) proposed leverag- 084
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Figure 1: The differences among traditional offline evaluation, real-world user evaluation, and LLM-based pair-wise
evaluation

ing LLMs’ role-play capability as user simulators085

to evaluate conversational recommender systems086

(CRSs). These methods typically rely on LLMs to087

generate absolute scores for individual algorithms,088

which fails to capture the relative quality differ-089

ences between two recommender systems.090

Inspired by the relative evaluation methods of091

LLM such as Chatbot Arena (Chiang et al., 2024)092

and AlpacaEval (Dubois et al., 2024), we propose093

a practical LLM-based pair-wise evaluation frame-094

work named RecSys Arena, which aims to eval-095

uate the relative performance of recommendation096

methods on each sample. As demonstrated by the097

existing work (Dai et al., 2023), in recommenda-098

tion task, LLM is good at pair-wise ranking while099

less good at point-wise ranking. In the relative100

evaluation task, LLMs can simultaneously access101

information from two recommendation results, fa-102

cilitating a more granular comparative analysis and103

uncovering subtle differences to assess their align-104

ment with user preferences.105

Figure 1 presents the overview of our approach106

RecSys Arena. To tackle the limitation of offline107

evaluations in accurately reflecting user percep-108

tions, we utilize LLMs to simulate users. More109

specifically, we extract user information from vari-110

ous data sources, including behavioral history and111

existing profile features. This data is then used to112

construct a detailed user profile description. By113

simulating the role of the user, the LLM can gen-114

erate personalized evaluation. Next, to facilitate115

pair-wise evaluation, we provide the LLM with the116

recommendation result lists generated by two dif-117

ferent recommender systems when constructing the118

prompts. Compared to absolute evaluation, relative119

evaluation offers more contrast information, allow-120

ing the LLM to perform a finer-grained assessment121

of the recommendation results. This approach en- 122

hances the LLM’s ability to distinguish subtle dif- 123

ferences in recommendation results. At the same 124

time, compared to online evaluations, the LLM- 125

based pair-wise evaluation method offers greater 126

feasibility and efficiency. This method allows for 127

rapid testing of different recommendation scenar- 128

ios, enabling researchers to analyze large datasets 129

and assess various recommendation model perfor- 130

mances. Furthermore, by leveraging LLMs, the 131

evaluation process can be conducted at scale, pro- 132

viding a more comprehensive understanding of user 133

preferences while reducing the time and resources 134

typically required for online evaluations. In sum- 135

mary, we leverage the human-like and role-play 136

capabilities of LLMs to conduct pair-wise evalua- 137

tions of recommendation results, assessing which 138

of the two recommender systems performs better 139

based on an understanding of the user’s personal 140

attributes and preferences. Moreover, LLMs are 141

pre-trained on vast data corpora in a self-supervised 142

manner, allowing them to capture extensive domain 143

knowledge. This exposure helps them learn intri- 144

cate patterns and contextual cues, enhancing their 145

reasoning abilities (Brown, 2020). Additionally, 146

with billions of parameters fine-tuned during train- 147

ing, these models can effectively encode and recall 148

information, facilitating reasoning processes. For 149

example, for categories of items that do not appear 150

in the historical interactions, the LLM will conduct 151

a potential inferential analysis of whether the user 152

might be interested in the item based on personal 153

attributes or other information. 154

We conducted experiments to demonstrate the 155

effectiveness of the LLM-based method in pair- 156

wise evaluation of recommender systems. In our 157

study, we considered different types of recom- 158
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mendation models, including factorization ma-159

chines (Rendle, 2010), ID-based recommendation160

model (Guo et al., 2017), content-based recom-161

mendation model (Wu et al., 2019), sequence rec-162

ommendation model (Kang and McAuley, 2018),163

and graph neural network-based recommendation164

model (He et al., 2020). We used two public165

content recommendation datasets (i.e. Movie-166

Lens (Harper and Konstan, 2015) and MIND (Wu167

et al., 2020)) for evaluation. In our study, we con-168

sidered both open-source and closed-source LLMs169

across various sizes, ranging from 8 billion to 236170

billion parameters. Additionally, we designed six171

aspects for evaluating the quality of recommenda-172

tion results from the user’s perspective.173

Our study makes the following findings:174

• Large language models, leveraging their rea-175

soning capabilities, world knowledge, text176

generation capabilities, and role-play capabil-177

ities, can generate reasonable pair-wise evalu-178

ation results. Moreover, when comparing two179

recommendation models, these results align180

with the trends observed in offline metrics,181

such as AUC and Diversity.182

• Different large language models exhibit vary-183

ing effectiveness in the task of recommenda-184

tion quality evaluation, with larger models185

generally performing better.186

• Pair-wise evaluation based on large language187

models offers a more nuanced distinction be-188

tween two different recommendation models189

with similar performance in terms of AUC190

and nDCG. RecSys Arena can uncover sub-191

tler differences in recommendation results that192

existing offline metrics might overlook.193

2 METHODOLOGY194

In this article, we propose a novel and practical195

approach , called RecSys Arena, to utilize the LLM196

to conduct pair-wise evaluations of the two recom-197

mender systems.198

2.1 Problem Formulation199

We use U = (u1, u2, ..., u|U |) to denote the set of200

users in a recommender system (RS). Input to the201

RS includes the user’s personal attribute informa-202

tion S and viewing histories H of users respec-203

tively. The RS recommend multiple items to each204

user u, which are defined as Iu = (i1, i2, ..., i|Iu|).205

Given two RSs RA and RB , we use IRA
and IRB

206

to represent the corresponding recommendation re- 207

sult lists generated by systems RA and RB , respec- 208

tively. Let f(·) represent the evaluation method. 209

The pair-wise evaluation results of systems RA and 210

RB , as provided by the LLM, can be expressed as: 211

fLLM (U,RA, RB) = LLM(SU , HU , IRA
, IRB

,P)
(1) 212

where P denotes the prompt template. 213

The primary goal of pair-wise LLM-based eval- 214

uation is to 1) measure, from the user’s perspective, 215

which recommender system, RA or RB , has better 216

overall performance for the same user. Note that 217

the overall performance refers to the comparison 218

results that take into account multiple evaluation di- 219

mensions (to be introduce in 2.2). Along with the 220

measurable overall performance, 2) LLM-based 221

evaluation method also reports a detailed, inter- 222

pretable qualitative analysis explaining the eval- 223

uation reasons for each dimension, which could 224

facilitate the developer to further make targeted 225

improvements to the recommender system. 226

2.2 Evaluation Dimensions 227

To address the issue that existing offline evaluation 228

metrics cannot evaluate the quality of recommen- 229

dation results from the user’s perception, we pri- 230

marily focus on user experience when designing 231

the evaluation dimensions. We assume that users 232

of the recommender system serve as the most accu- 233

rate evaluators of the recommendation results. We 234

consider both mainstream dimensions of concern 235

(e.g., accuracy, satisfaction) and dimensions that 236

traditional offline metrics cannot evaluate (e.g., in- 237

spiring content, positive impact). Therefore, for 238

the paired recommendation result IRA
and IRB

, 239

the LLM is asked to give a comparative evaluation 240

result from the following 6 aspects: 241

Accuracy: This recommendation result list 242

aligns well with my interests. 243

Satisfaction: I am satisfied with the results pro- 244

vided by this recommender system. 245

Inspiration: The recommended items inspire 246

me to think, promote further exploration, and en- 247

hanced my willingness to interact with the recom- 248

mendation platform. 249

Content Quality: The recommended items are 250

of high quality. 251

Transparency: The recommendation results are 252

associated with one of my personal information 253

or an interaction history, and it is evident which 254
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Figure 2: The outline of evaluation prompt template
applied in our study

feature is relevant.255

Impact on users: The impact of this recommen-256

dation result list on me is positive.257

2.3 Prompt Construction258

In this section, we introduce the construction of259

the prompt P , designed to guide LLM in evaluat-260

ing the quality of pair-wise recommendations from261

specific aspects, based on user profiles and viewing262

histories. As shown in Figure 2, P consists of five263

components.264

In the first part of the prompt, we leverage the265

role-play capability of LLMs to facilitate a per-266

sonalized evaluation of recommendation results.267

To do this, we provide the LLM with the user’s268

personal attribute information, including age, oc-269

cupation, gender, and other relevant details. The270

second part of the prompt consists of the user’s271

viewing history, such as information on movies272

they have watched or news they have clicked on.273

This content is included to allow the LLM to per-274

ceive the user’s preferences, enabling it to conduct275

subsequent evaluations from the user’s perspective.276

Please note that the MIND dataset does not contain277

any personal user information. Instead, we provide278

the historical records of news articles that users279

have browsed, allowing the LLM to understand the280

user profile. This approach also helps the LLM281

gain insights into user preferences and behaviors.282

Next, the recommendation results from the two sys-283

tems, RA and RB , are presented to the LLM via284

the prompt. These recommendation results will285

include specific item information, such as the titles286

and genres of the movies. In the evaluation section287

of the prompt, we list the descriptions of each eval-288

uation dimension to assist the LLM in understand-289

ing the specific content that requires assessment290

for each dimension. Additionally, the evaluation291

dimensions in this prompt template can be dynami- 292

cally adjusted, further enhancing the scalability of 293

the evaluation framework. This flexibility allows 294

researchers to tailor the evaluation criteria to suit 295

different contexts and objectives, making it appli- 296

cable across a wide range of scenarios. The main 297

objective of this section is to allow the LLM to 298

make evaluative judgments based on its analysis 299

of each evaluation aspect. We aim to guide the 300

LLM through a step-by-step thought process, simi- 301

lar to the Chain-of-Thought (Wei et al., 2022). This 302

method encourages deeper reasoning and enhances 303

the quality of the evaluation by building on prior 304

insights. Finally, the LLM is asked to output the 305

qualitative analysis for each dimension, along with 306

an overall comparative evaluation of the pair-wise 307

recommendation results from systems RA and RB . 308

2.4 LLM Evaluator Construction 309

We utilize pre-trained LLMs to provide compara- 310

tive evaluations for paired recommender systems. 311

The LLM receives the user’s personal attribute in- 312

formation, viewing histories, and recommendation 313

results from the two recommender systems RA and 314

RB under test, accompanied by the prompt P to 315

describe the evaluation instruction. LLMs trained 316

on massive corpora of unlabelled data possess a 317

wealth of general knowledge, which aids them in 318

understanding recommended items, such as movies. 319

The reason for their strong power can be concluded 320

as they do not need task-specific training data and 321

can be pre-trained on tremendous in-the-wild data 322

in a self-supervised manner (a.k.a. pre-training), 323

so that sufficient domain knowledge can be cap- 324

tured (Radford, 2018; Devlin, 2018; Brown, 2020). 325

Previous research on evaluation based on LLMs 326

has mostly involved absolute evaluation (Zhang 327

et al., 2024; Kocmi and Federmann, 2023). Our 328

approach differs from previous studies in that we 329

ask the LLM to conduct a comparative evaluation 330

of two recommendation results, thereby providing 331

a relative assessment. LLMs perform better on pair- 332

wise tasks (Dai et al., 2023). On one hand, using 333

relative evaluation allows the LLM to simultane- 334

ously access information from two recommenda- 335

tion results, facilitating a more nuanced compar- 336

ative analysis. This enables the LLM to uncover 337

subtle differences and assess how well each result 338

aligns with user preferences. On the other hand, 339

absolute scoring evaluations often provide limited 340

context, making it challenging for the model to 341

identify and distinguish between the merits of in- 342
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dividual recommendations. By leveraging relative343

evaluation, we enhance the LLM’s capacity to per-344

form finer-grained assessments.345

We conduct a statistical analysis of the evalua-346

tion results generated by the LLM. To measure the347

degree of victory between the two models more pre-348

cisely, we designed the quantile Q metric. Specifi-349

cally, we calculate the quantile Q using the follow-350

ing formula:351

Q =
(Nwin +Ntie)

(Nlose +Ntie)
(2)352

where Nwin denotes the number of samples in the353

test set where the RS is deemed to have won, Ntie354

indicates the number of samples where the RSs355

tied, and Nlose represents the number of samples356

in which the RS lost. A larger value of Q indicates357

a greater degree of victory for the RS.358

3 EXPERIMENTAL SETUP359

We conduct a series of experiments to answer the360

following research questions (RQs):361

RQ1: What is the overall performance of the362

LLM-based evaluation method for recommender363

systems?364

RQ2: What is the performance of the LLM-365

based evaluation method for recommender systems366

in different evaluation sub-dimensions?367

RQ3: Can the evaluation results of our method368

align with the users’ explicit evaluations?369

RQ4: How does our evaluation method distin-370

guish between different recommendation models?371

3.1 Evaluation Metrics372

We can initially assess the effectiveness of eval-373

uation based on LLMs by determining whether374

the results provided by the LLMs align with of-375

fline metrics. We consider the three popular met-376

rics: AUC (Area under the Curve) (Ling et al.,377

2003), nDCG@k (Normalized Discounted Cumula-378

tive Gain for the top k recommendations) (Järvelin379

and Kekäläinen, 2002), URD (User Recommenda-380

tion Diversity) (Qin and Zhu, 2013).381

3.2 Recommender Systems and Datasets382

In this study, we use two content recommenda-383

tion datasets (i.e., Movielens and MIND) released384

by the previous study (Harper and Konstan, 2015;385

Wu et al., 2020) as our evaluation datasets, which386

have been widely used in the existing studies (Lin387

et al., 2022; Wu et al., 2019; An et al., 2019; Xie388

Table 1: The recommendation accuracy of recommender
systems in terms of AUC and nDCG@5

RS
MovieLens MIND

AUC nDCG@5 AUC nDCG@5
FM 0.5701 0.0557 0.4857 0.1966

NRMS 0.7521 0.1216 0.5004 0.2242
LightGCN 0.6824 0.1101 0.4990 0.2197
SASRec 0.6772 0.1086 0.4985 0.2190
DeepFM 0.6146 0.0970 0.4956 0.2183

et al., 2022). More specifically, MovieLens (Harper 389

and Konstan, 2015) comprises data from 1 million 390

movie ratings provided by 6,040 users across 3,883 391

movies. Within this dataset, user’s attributes in- 392

clude gender, age, and occupation. MIND (Wu 393

et al., 2020) is a news dataset and was collected 394

from the user behavior logs of Microsoft News. 395

The dataset contains 161,013 news and 24,155,470 396

reading records. We followed existing work (He 397

et al., 2017; Wu et al., 2020) for the splitting of the 398

training, validation, and test sets. 399

In our study, we use 5 categories of recom- 400

mender systems as the subject of the evaluation 401

in total. We considered different types of recom- 402

mendation models under test: Factorization Ma- 403

chines, the content-based model, the graph-based 404

model, the sequence recommendation model, and 405

the ID-based model. We describe the specific in- 406

formation of the recommendation models as fol- 407

low. Rendle et al. propose factorization machine 408

(FM) (Rendle, 2010), which improve upon logis- 409

tic regression models by addressing the challenge 410

of training model parameters in sparse data sce- 411

narios. NRMS (Wu et al., 2019) is a represen- 412

tative of content-based recommendation models 413

that employs multi-head self-attention mechanisms 414

for encoding content, such as news titles. Light- 415

GCN (He et al., 2020) is a model that simplifies 416

Graph Convolutional Networks (GCNs) by focus- 417

ing solely on the core component of neighbor- 418

hood aggregation for collaborative filtering. SAS- 419

Rec (Kang and McAuley, 2018) is a sequence rec- 420

ommendation model based on self-attention mech- 421

anisms. DeepFM (Guo et al., 2017) is an extension 422

of Wide&Deep that synergistically integrates fac- 423

torization machines for recommendation and deep 424

learning for feature learning, emphasizing both low- 425

and high-order feature interactions. 426

Table 1 lists the values of the evaluation metrics 427

(i.e., AUC and nDCG@5) for the above five recom- 428

mendation models, respectively on the Movielens 429

and MIND datasets. 430
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3.3 LLMs431

We conduct experiments with three LLMs, includ-432

ing the open-source LLM and proprietary LLM.433

GPT-4o (gpt, 2024) is a proprietary LLM released434

by OpenAI. With targeted optimizations, GPT-4o435

delivers superior performance in generating ac-436

curate and contextually relevant responses, ben-437

efiting from refined training techniques and up-438

dates. DeepSeek-V2.5 (DeepSeek-AI, 2024) is a439

strong Mixture-of-Experts (MoE) langage model440

that excels in writing and instruction-following. It441

comprises 236B total parameters. Llama3.1-8B-442

Instruct (lla, 2024) is fine-tuned specifically to fol-443

low and execute user instructions more accurately,444

making it better at handling tasks that involve clear445

directives or specific commands. To make the out-446

put as deterministic as possible, we set tempera-447

ture=0 when calling the API. In our experiments,448

we evaluated the top-5 items recommended by each449

recommender system.450

4 EXPERIMENTAL RESULTS451

4.1 RQ1: The Overall Performance of452

Evaluation453

Our main results are displayed in Table 2. Specifi-454

cally, we conducted pair-wise evaluations by sep-455

arately comparing the ID-based recommendation456

model (i.e., DeepFM), content-based recommen-457

dation model (i.e., NRMS), sequential recommen-458

dation model (i.e., SASRec), and graph network-459

based recommendation model (i.e., LightGCN)460

with FM. First, we present the proportions of461

"Win", "Tie", and "Lose" for each RS relative to462

FM in the evaluation results provided by the LLM.463

Then, in Table 2, we calculated the quantile Q (i.e.,464

(Nwin +Ntie)/(Nlose +Ntie)) shown in Column465

"Q" and listed the rankings of the quantiles Q in466

Column "Rank".467

To investigate the overall effectiveness of LLMs468

in evaluating recommendation quality, we use469

the AUC from traditional metrics as a reference.470

Specifically, we examine whether the ranking re-471

sults of recommendation quality provided by LLMs472

are consistent with the ranking results based on tra-473

ditional accuracy metric (i.e., AUC).474

Impact of different LLMs. In our experiments,475

we examined differences across various LLMs. The476

ranking results provided by GPT-4o and DeepSeek-477

V2.5-236B are consistent with traditional ranking478

results (as shown in Table 1). However, the rank-479

ing results provided by Llama3.1-8B-Instruct show480

some discrepancies. Moreover, in the compara- 481

tive evaluation results provided by Llama3.1-8B- 482

Instruct, the likelihood of the tested models being 483

tied is higher. This indicates that Llama3.1-8B- 484

Instruct’s evaluation criteria may be more lenient, 485

potentially leading to a higher incidence of sim- 486

ilar performance scores among different models. 487

Larger LLMs are better equipped to evaluate rec- 488

ommendation quality. To analyze the correlation 489

between LLM-based evaluations and offline met- 490

rics, we computed the Pearson correlation (Cohen 491

et al., 2009) between AUC and Q. Due to page 492

limit, we present the results in Appendix B. 493

Impact of different Datasets. Furthermore, 494

we considered the datasets conducting different 495

tasks, including movies and news recommenda- 496

tions. Compared to the Movielens dataset, the 497

MIND dataset provides more textual content, in- 498

cluding news titles and abstracts, which is more 499

conducive to the LLM’s understanding of items. 500

From the horizontal comparison of the results from 501

both datasets, the LLM maintains a consistent win- 502

loss ratio for evaluation of ID-based recommenda- 503

tion models, sequential recommendation models, 504

and graph-based recommendation models. How- 505

ever, as shown in Table 2, content-based recom- 506

mendation models perform better on the MIND 507

dataset, indicating that different types of models 508

have different applicable scenarios. The evalua- 509

tion results can guide the selection of models in 510

different scenarios. 511

Impact of different Models. In addition to rec- 512

ommendation models with significantly different 513

recommendation accuracy (e.g., relative to FM), we 514

also conducted pair-wise evaluations on recommen- 515

dation models with similar AUC. We present the 516

specific values of quantile Q for the pair-wise rec- 517

ommendation models in Figure 3. Figure 3 shows 518

that for recommendation models with very simi- 519

lar AUC values, LLMs can effectively distinguish 520

the quality of recommendations between them. In 521

other words, it implies that the LLM-based pair- 522

wise evaluations can more effectively identify sub- 523

tle differences in performance that offline metrics 524

might not capture. 525

4.2 RQ2: The Multiple-Aspect Performance 526

of Evaluation 527

The multiple-dimensions we designed in Sec- 528

tion 2.2 are intended to assist LLMs in deriving an 529

overall evaluation result. Specifically, they guide 530

the LLM to first consider the comparative evalu- 531
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Table 2: The overall performance of LLM-based pair-wise evaluation

LLM RS
MovieLens MIND

Win(%) Tie(%) Lose(%) Q Rank Win(%) Tie(%) Lose(%) Q Rank

GPT-4o

NRMS 61.1 14.7 24.2 1.9485 1 71.9 11.0 17.1 2.9501 1
LightGCN 62.8 8.4 28.8 1.9139 2 60.5 20.9 18.6 2.0607 2
SASRec 60.3 10.7 29.0 1.7884 3 59.9 19.7 20.4 1.985 3
DeepFM 59.1 11.4 29.5 1.7237 4 55.0 15.2 29.8 1.56 4

DeepSeek-V2.5

NRMS 64.7 12.6 22.7 2.1898 1 66.7 10.3 23.0 2.3123 1
LightGCN 62.2 9.7 28.1 1.9021 2 62.6 15.3 22.1 2.0828 2
SASRec 61.3 9.2 29.5 1.8217 3 60.6 14.9 24.5 1.9162 3
DeepFM 64.7 12.6 22.7 1.7680 4 58.7 12.4 28.9 1.7215 4

Llama3.1-8B

NRMS 50.8 28.6 20.6 1.6138 3 54.8 27.1 18.1 1.8119 1
LightGCN 50.5 37.9 11.6 1.7858 1 43.7 40.7 15.6 1.4991 3
SASRec 45.0 31.6 23.4 1.3927 4 50.3 35.6 14.1 1.7283 2
DeepFM 49.9 38.7 11.4 1.7684 2 45.1 34.9 20.0 1.4571 4

* In the pair-wise evaluation, recommender system A RA is one of NRMS, LightGCN, SASRec, or DeepFM, while recommender system B RB is FM.

Figure 3: Values of Q in LLM-based pair-wise evalua-
tion for recommender systems with similar AUC

Table 3: The performance of LLM-based pair-wise eval-
uation in terms of inspiration

LLM RS URD Win(%) Tie(%) Lose(%) Q Rank

GPT-4o

SASRec 0.1968 69.0 10.8 20.2 2.5741 1
LightGCN 0.1962 60.1 4.9 35.0 1.6290 2

NRMS 0.1963 59.6 5.6 34.8 1.6138 3
DeepFM 0.1954 57.3 11.0 31.7 1.5995 4

DeepSeek-V2.5

SASRec 0.1968 62.8 12.7 24.5 2.0295 1
LightGCN 0.1962 58.9 20.5 20.6 1.9318 2

NRMS 0.1963 61.0 8.3 30.7 1.7769 3
DeepFM 0.1954 56.9 11.1 32.0 1.5777 4

* In the pair-wise evaluation, recommender system A RA is one of NRMS, LightGCN, SASRec, or DeepFM,
while recommender system B RB is FM.

ation results of these 6 sub-dimensions, and then532

synthesize them to arrive at an overall evaluation533

result. This step-by-step thought process is more534

conducive to obtaining reliable and accurate evalu-535

ation results. However, we still need to verify the536

effectiveness of the sub-dimension evaluations. We537

chose to validate the dimensions of inspiration and538

transparency.539

4.2.1 Inspiration540

Table 3 presents the pair-wise evaluation results541

provided by GPT-4o and DeepSeek-V2.5 in terms542

of inspiration aspect. Table 3 shows that the evalu-543

ation trends provided by the LLM in terms of inspi-544

(a) Case 1

(b) Case 2

Figure 4: Two showcases of LLM-based pair-wise eval-
uation results for the transparency dimension

ration align well with the offline metric URD. Fur- 545

thermore, in specific sub-dimensions (such as inspi- 546

ration), the LLM’s evaluation results also demon- 547

strate better differentiation. 548

4.2.2 Transparency 549

The transparency metric is primarily used to mea- 550

sure whether the model has utilized sufficient and 551

correct features to infer and predict the recom- 552

mended item. We assess whether the LLM can ef- 553

fectively evaluate the transparency metric by inves- 554

tigating whether it can perceive changes in the fea- 555

tures used during training. Specifically, we trained 556

the DeepFM model using different features. One 557

model was trained considering only the features 558

user_id and item_id. For the training of another 559

model, we included more user features such as age, 560

gender, and occupation. 561

In Case 1, given a user aged 45-49, the recom- 562
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mendation results from recommender system B563

(a model trained only with user_id and item_id)564

included movies in the category of "Children’s".565

GPT-4o provided an evaluation on the transparency566

dimension, stating "A wins." The rationale for this567

assessment is that Recommender System A’s rec-568

ommendation results are more aligned with the569

user’s age. This example shows that LLMs are570

capable of distinguishing differences in recommen-571

dation results produced by recommendation mod-572

els trained on different features. Furthermore, the573

LLM can pinpoint which specific feature is respon-574

sible for the observed differences.575

In Case 2, the user’s specific characteristics are:576

age 25-34, occupation as a writer, and gender fe-577

male. However, System B recommended movies578

categorized as "Horror" to her, a genre that had579

not appeared in her historical viewing list. From580

the results of GPT-4o, it is evident that LLMs can581

analyze and perceive that recommending movies582

categorized as "Horror" to this user is inappropriate583

based on her personal attributes.584

4.3 RQ3: Alignment with User-Centric585

Explicit Evaluations586

To validate the effectiveness of our method in eval-587

uating subjective dimensions (e.g., satisfaction),588

we use the Yelp dataset, which contains explicit589

user feedback (e.g., user ratings), to demonstrate590

its alignment with explicit user evaluation results.591

However, in practical scenarios, explicit user feed-592

back is often difficult to obtain, and in most sit-593

uations, only implicit feedback (e.g., user clicks)594

is available. The Yelp dataset is collected from595

a popular business review platform, encompass-596

ing a wide range of businesses such as restau-597

rants, shopping malls, and hotels. It includes598

user feedback in the form of ratings and written599

reviews. The dataset covers over 160,000 busi-600

nesses and contains more than 8.6 million reviews601

from eight different cities. In our study, we use602

explicit nDCG@5 (Liu et al., 2010) to measure the603

recommendation quality based on users’ explicit604

feedback, as this metric reflects users’ subjective605

perceptions. As shown in Table 4, the experimen-606

tal results indicate that our evaluation method can607

serve as a substitute for explicit feedback-based608

evaluation, effectively assessing the aspect of user609

perception. Due to page limit, the experimental610

results on the MovieLens dataset are presented in611

Appendix C.612

Table 4: The performance of LLM-based pair-wise eval-
uation in terms of explicit feedback-based evaluation on
YELP.

LLM RS explicit nDCG@5 Win(%) Tie(%) Lose(%) Q Rank

GPT-4o

NRMS 0.2540 64.8 14.0 21.2 2.2386 1
DeepFM 0.2431 63.2 14.8 22.0 2.1195 2

LightGCN 0.2387 60.1 15.3 24.6 1.8897 3
SASRec 0.2303 59.5 26.8 23.7 1.8859 4

DeepSeek-V2.5

NRMS 0.2540 65.9 13.5 20.6 2.3284 1
DeepFM 0.2431 63.6 14.1 22.3 2.1346 2

LightGCN 0.2387 62.2 15.1 22.7 2.0449 3
SASRec 0.2303 58.7 17.4 23.9 1.8426 4

* In the pair-wise evaluation, recommender system A RA is one of NRMS, LightGCN, SASRec, or DeepFM, while
recommender system B RB is FM.

Figure 5: The differences among offline metric (AUC),
LLM-based pair-wise evaluation reaults (Q), and LLM-
based absolute evaluation score

4.4 RQ4: Relative and Absolute Evaluation 613

To investigate the differences in differentiation be- 614

tween relative and absolute evaluation using LLMs, 615

we conducted a study in which we employed GPT- 616

4o for the absolute evaluation of four recommender 617

systems (i.e., NRMS, LightGCN, SASRec, and 618

DeepFM) with similar AUC values trained on the 619

MovieLens dataset. For each recommendation re- 620

sult list, we assigned a score between 0 and 1 using 621

GPT-4o. In Figure 5, we present the normalized 622

results for the offline metric (i.e., AUC), the pair- 623

wise evaluation quantiles Q, and the absolute eval- 624

uation scores for the four recommendation models: 625

NRMS, LightGCN, SASRec, and DeepFM. Fig- 626

ure 5 reveals that the LLM-based relative assess- 627

ment provides better differentiation among these 628

four models. For example, for the two most closely 629

matched models in terms of recommendation ac- 630

curacy, LightGCN and SASRec, the quantiles Q 631

derived from the LLM-based pair-wise evaluation 632

still provide a better way to distinguish them, cap- 633

turing the subtle differences between them. 634

5 CONCLUSION 635

We propose a practical LLM-based pairwise evalu- 636

ation method for recommender systems. It aligns 637

with offline metrics while improving discrimina- 638

tion, capturing finer distinctions between models. 639

Our experiments validate its effectiveness across 640

various LLMs. 641
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Limitations642

This paper mainly focuses on the evaluation of con-643

tent recommender systems. However, our findings644

suggest that, given appropriate information, large645

language models (LLMs) can generate reliable eval-646

uation results. This raises the possibility that the647

pairwise evaluation method we propose may be648

applicable to other types of recommender systems,649

such as social, product, or music recommendations,650

especially in light of the rapid development of mul-651

timodal large language models. Additionally, we652

are interested in exploring whether the inclusion of653

new types of information, such as social context,654

could contribute to more accurate evaluations. We655

leave this investigation for future work.656
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Figure 6: An Example of Prompt for Pair-wise Evalua-
tion of Recommendation System in Practice

A Case Study807

To better understand our evaluation framework, we808

show a comprehensive and specific evaluation re-809

sult generated by the large language model. Fig-810

ure 6 presents a specific example of a prompt811

used for pair-wise evaluation of recommendation812

systems. Figure 7 shows the evaluation results813

returned by a large language model (i.e., GPT-814

4o) for this prompt. In summary, this example815

demonstrates that the pairwise evaluation method816

based on LLM can provide a reasonable and com-817

prehensive evaluation report that includes both818

quantitative and qualitative analysis. Our codes819

are publicly available at https://github.com/820

anonyProjects/RecSys-Arena.821

B Correlation Analysis822

To analyze the correlation between the evaluation823

results derived from the LLM and the offline met-824

rics, we calculated the Pearson Correlation (Cohen825

et al., 2009) between the AUC and the Q, as shown826

Figure 7: An Example of Evaluation Results Provided
by GPT-4o

Table 5: The Pearson Correlation between the LLM-
based pair-wise evaluation results and the AUC

LLM
MovieLens MIND

Correlation Coefficient P-value Correlation Coefficient P-value
GPT-4o 0.8972 0.1027 0.9001 0.0998

DeepSeek-V2.5 0.9436 0.0563 0.9530 0.0469
Llama3.1-8B -0.2661 0.7338 0.7443 0.2556

in Table 5. Table 5 indicates that the evaluation 827

results generated by GPT-4o and DeepSeek-V2.5 828

show a strong correlation with the offline metric 829

AUC; however, the P-values are both greater than 830

0.01, suggesting that the correlation is not signifi- 831

cant. In contrast, the evaluation results generated 832

by Llama3.1-8B exhibit a moderate correlation 833

with the offline metric AUC. 834

C Alignment with User-Centric Explicit 835

Evaluations 836

We also conducted an experiment on the Movie- 837

Lens dataset, which includes users’ explicit ratings, 838
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Table 6: The performance of LLM-based pair-wise eval-
uation in terms of explicit feedback-based evaluation on
MovieLens.

LLM RS explicit nDCG@5 Win(%) Tie(%) Lose(%) Q Rank

GPT-4o

NRMS 0.2496 61.1 14.7 24.2 1.9485 1
LightGCN 0.2453 62.8 8.4 28.8 1.9139 2
SASRec 0.2401 60.3 10.7 29.0 1.7884 3
DeepFM 0.2387 59.1 11.4 29.5 1.7237 4

DeepSeek-V2.5

NRMS 0.2496 64.7 12.6 22.7 2.1898 1
LightGCN 0.2453 62.2 9.7 28.1 1.9021 2
SASRec 0.2401 61.3 9.2 29.5 1.8217 3
DeepFM 0.2387 64.7 12.6 22.7 1.7680 4

* In the pair-wise evaluation, recommender system A RA is one of NRMS, LightGCN, SASRec, or DeepFM, while
recommender system B RB is FM.

to investigate whether the evaluation results based839

on LLMs align with user explicit evaluations. The840

results in Table 6 demonstrate that the evaluation841

results from the LLM-based pair-wise evaluation842

method align with the trends observed in explicit843

metrics from user feedback. Therefore, the LLM-844

based pair-wise evaluation method can produce845

reliable evaluation results.846
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