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A APPENDIX

Here we provide the derivation for Equation[I. Consider the Taylor expansion of this expression
around p =0

1
Iswish()|* = Z[Ix]* + O(lo])- ®

Putting this together with the mean squared norm of the feature embedding
E[||Emb(x)||?] = E[||swish(yBatchNorm(PreEmb(x)) + 8)|%], )

we have

EllEmbo()]]?] = 3 EllvBat chNorn(PreEmb(x)) + 8)] + O(lo]). (10)

This further simplifies due to the normalizing effect of BatchNorm

E[||[yBatchNorm(PreEmb(x)) + B|*] = Z E [(v;BatchNorm(PreEmb(x)); + ;)] (11)

= [yl + 1811%, (12)
yielding the result

1 1
E[|[Enb(x)[7] = 211 + 1181 + O(lo])- (13)
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