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A Introduction9

In the appendix, we provide comprehensive implementation details for SMPLOlympics, including10

the reward designs for each sport environment, training procedures, and hyperparameters. Extensive11

qualitative results can be accessed on our supplement site, where we provide visualizations of all12

sports environments and training results based on our preliminary reward designs. Baseline results13

(PPO, AMP, PULSE, PULSE+AMP) are presented to support the quantitative findings discussed in14

the main paper. Furthermore, we offer visualizations of the reference motion extracted from in-the-15

wild videos. For our pipeline to acquire the human demonstration in the SMPL format, we conduct16

an ablation study evaluating the impact of employing a motion imitator (PHC [2]) as a refinement17

step. Code, videos, and asset attributions can also be found in our supplementary materials.18

B Implementation Details19

B.1 Rewards and Termination Conditions20

High Jump. For high jump, the humanoid’s task is to leap over a horizontal bar positioned 20m21

ahead and 6m to the left of its starting point. The humanoid aims to reach the goal point pg-high jump =22

(22, 6, 1) located 2 m behind the bar. The reward function is defined as follows:23

Rhigh jump(sp
t , s

g-high_jump
t ) ≜


1× rp

t if pp
t,x ≤ 19.5m,

1× rp
t + 1× rh

t if 19.5m < pp
t,x < 20.5m,

1× rp
t if 20.5m ≤ pp

t,x.

(1)
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where pp
t,x denotes the x-axis position. The height reward, rh

t = pp
t,z , with pp

t,z representing the24

z-axis position, incentivizes the humanoid to jump higher. The position reward, rp
t = ∥pp

t−1 −25

pg-high jump∥2 − ∥pp
t − pg-high jump∥2 (clamped to [0,1]), motivates the humanoid to reach the goal. An26

episode is terminated if the humanoid falls down, fails to leap over the bar, or moves beyond the27

designated run-up area.28

Long Jump. In the long jump environment, the humanoid has a 20-meter runway before the29

jump line, which its feet should not exceed. The humanoid’s goal is to reach the goal position,30

pg-long jump = (30, 0, 1). The training reward is defined as follows:31

Rlong jump(sp
t , s

g-long_jump
t ) ≜

{
1× rp

t + 0.01× rv
t if pp

t,x ≤ 20m,

1× rp
t + 0.01× rv

t + 0.1× rh + 30× rl if 20m < pp
t,x.

(2)

The position reward, rp
t = ∥pp

t−1−pg-long jump∥2−∥pp
t −pg-long jump∥2 (clamped to [0,1]) encourages32

the humanoid to reach the goal point. The velocity reward, rv
t = vp

t,x prompts the humanoid to reach33

higher speed along the x-axis. The jump height reward rh
t = pp

t,z encourages the humanoid to jump34

higher after reaching the jump line. The jump length reward rl
t = pp

t,x − 20 promotes longer final35

jump length. Each episode terminates if the humanoid falls or runs off the track.36

Hurdling. In the hurdling task, the humanoid aims to reach a finish line 110m ahead while jumping37

over 10 hurdles, each 1.067m high. The first hurdle is placed 13.72m from the start, with subsequent38

hurdles spaced every 9.14m. The reward function is defined as Rhurdling(sp
t , s

g-hurdling
t ) ≜ rdistance

t ,39

which encourages the agent to run towards the finish line and clear each hurdle.40

Rhurdling(sp
t , s

g-hurdling
t ) ≜ 1× rdistance

t (3)

The distance reward, rdistance
t = ∥pp

t−1 − pg-hurdling∥2 − ∥pp
t − pg-hurdling∥2, is clamped to [0, 1] and41

encourages the humanoid to get closer to the goal point. We terminate each episode if the character42

falls or runs off the track.43

Golf. In the golf task, the humanoid is equipped with a golf club of dimensions of 0.05m×0.025m×44

0.02m. The target location for the golf ball is positioned to the left of the humanoid, in the direction45

of the x-axis, at a distance ranging from 0m to 20m. The reward function is defined as follows:46

Rgolf(sp
t , s

g-golf
t ) ≜ 1× rp

t + 1× rc
t + 1× rg

t + 1× rpred
t (4)

The position reward, rp
t ≜ ∥pball

t−1−ptar
t ∥2−∥pball

t −ptar
t ∥2, clamped such that 0 < rp

t < 1, encourages47

the ball to get closer to the target. The contact reward rc
t encourages swinging the golf club to hit the48

ball, defined as:49

rc
t =

{
1× exp(−100× ∥pball

t − pclub
t ∥2) if Ccb = 0,

1 if Ccb = 1.
(5)

Here, Ccb = 0 indicates that the club has not made contact with the ball and Ccb = 1 indicates the50

club has made contact. The goal reward, rg
t = exp(−0.1× ∥pball

t,xy − ptar
t,xy∥2), encourages the ball to51

reach the target position in the x-y plane. In addition, we predict the ball’s trajectory and provide52

a dense reward rpred
t = exp(−0.1× ∥pland − pball

t,xy∥2) based on the distance between the predicted53

landing point and the goal on the x-y plane [7]. The landing position, pland =
(
xland, yland

)
, can be54

calculated using the initial position and velocity as follows (g is gravity):55

xland = x0 + v0,x

v0,z +
√

v20,z + 2gz0

g

 , yland = y0 + v0,y

v0,z +
√
v20,z + 2gz0

g

 (6)

Early termination is triggered if the ball moves backward, does not contact the golf club within 256

seconds, is too close to the humanoid’s body, or the humanoid falls.57

Javelin. For javelin throw, the humanoid is equipped with a javelin of length 2.7m. Due to the58

complexity introduced by articulated fingers, the reward function Rjavelin is applied in three stages:59

first, the humanoid learns to hold the javelin stably; then, it learns to throw it; finally, the javelin flies60
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as far as possible. A timer is used to differentiate the three stages. Specifically, Rjavelin is defined as61

follows:62

Rjavelin(sp
t , s

g-javelin
t ) ≜


0.9× rgrab

t + 0.1× rjs
t if t < 0.6s,

0.9× rgoal
t + 0.05× rs

t − 0.05× rgrab
t if 0.6s ≤ t < 1.2s,

0.9× rgoal
t + 0.1× rjs

t if 1.2s ≤ t.

(7)

The reward for grasping rgrab
t = exp(−1× ∥pright-hand

t − pjavelin
t ∥2) encourages the hand to stay close63

to the javelin. The javelin stability reward rjs
t = exp(−1 × ∥qjavelin

t − qjavelin-default
t ∥2) encourages64

the 6 DoF pose of the javelin to remain close to the default pose, which faces forward and tilts 3065

degrees upward, mimicking a flying pose. The humanoid stability reward, rs
t = exp(−1× ∥proot

t ∥2),66

encourages the humanoid to keep its root position fixed. The termination conditions vary according67

to the stage: during the grasping and throwing stages, the episode terminates if the javelin is too far68

from the right hand or deviates significantly from the default pose qjavelin-default
t . During the flying69

stage, termination occurs if the javelin is too close to the right hand.70

B.2 Multi-person Sports71

Tennis. For tennis, each humanoid is equipped with a circular racket with a 15cm radius, positioned72

35cm away from the wrist, replacing the right hand. The court measures 23.77m in length and 8.23m73

in width, mirroring the dimensions and layout of a real tennis court. The net height is 1m, and the74

simulated ball has a radius of 3.2cm. We design two tasks: a single-player ball return task, where75

the humanoid trains to hit balls launched randomly, and a 1v1 mode, where the humanoid competes76

against another humanoid. In the ball return task, the humanoid is positioned at the center of the77

baseline, with balls launched from the opposite side. The landing location is uniformly sampled on78

the opposite side and the ball launch velocity is randomly sampled. The reward function is defined as79

follows:80

Rtennis(sp
t , s

g-tennis
t ) ≜

{
1× rracket

t + 0× rball
t , if Crb = 0,

0× rracket
t + 1× rball

t , if Crb = 1.
(8)

Here, Crb = 0 indicates that the racket has not made contact with the ball, and Crb = 1 indicates the81

racket has made contact. rracket
t = exp(−1× ∥pracket

t − pball
t ∥2) rewards the racket for getting closer82

to the ball. rball
t = 1 + exp(−1× ∥pland − ptar

t ∥2) encourages the predicted landing location of the83

ball to be close to the target. Similar to the golf task, the landing location of the ball is calculated84

based on pball
t and vball

t , providing a dense reward function to facilitate training [7]. Early termination85

occurs if the humanoid loses the point, either by failing to catch the ball or by hitting the ball out of86

bounds. In the 1v1 mode, two humanoids are placed on opposite sides of the court and the first ball is87

launched from the middle of the court, randomly directed at each player. The same reward function88

as the ball return task is used. To facilitate 1v1 training, the pre-trained model from the ball return89

task is used as a warm start. Similarly, the episode terminates if one player fails to catch the ball or90

returns the ball out of bounds.91

Table Tennis. For table tennis, each humanoid is equipped with a circular paddle with an 8 cm92

radius, positioned 12 cm from the wrist, replacing the right hand. The table adheres to standard93

dimensions, featuring a playing surface 2.74 m in length and 1.525 m in width, standing 0.76 m94

high. The net is 15.25 cm high, and the table tennis ball has a radius of 2 cm. The setup includes95

a single-player ball return task and a 1v1 task. The reward function is designed similarly to tennis,96

except we define the ball reward as rball
t = 1 + exp(−1× ∥pland − ptar

t ∥2) +Nhit, where Nhit counts97

the number of successful hits in one episode. This formulation is intended to encourage the humanoid98

to continuously hit the ball effectively. Unlike in golf and tennis, we calculate pland when it lands on99

the table at a height of 0.76 m. For early termination and the warm start in 1v1, we maintain the same100

setting as in the tennis task.101

Fencing. For 1v1 fencing, similar to real-world fencing, the two players are confined to a 14m by 2m102

playground, where stepping out of the bound will reset the game. The fencing reward is structured103
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similarly to the boxing setup in NCP [8]:104

Rfencing(sp
t , s

g-fencing
t ) ≜ 0.1× rfacing

t + 0.1× rvel
t + 0.6× rstrike

t + 1× rpoint
t . (9)

The facing reward, rfacing
t , penalizes deviation from facing the opponent’s root position popp-root

t . The105

velocity reward, rvel
t , encourages the x-y plane linear velocity to be directed towards the opponent’s106

root position popp-root
t . The strike reward, rstrike

t = exp(−10× argmin ∥psword
t −popp-target

t ∥2), encour-107

ages the swordtip to get closer to the target body parts popp-target
t , which include the pelvis, head, spine,108

chest, and torso. If there is contact with the target body part with sufficient force, a positive reward is109

provided:110

rpoint
t =

{
1 if argmin ∥psword

t − popp-target
t ∥2 ≤ 0.1 and contact force ≥ 50Nm,

0 otherwise.
(10)

Our fencing agents are trained using competitive self-play, as introduced in the main paper.111

Boxing. For boxing, the humanoid competes in a boxing ring measuring 5m by 5m. The humanoid’s112

right hand is replaced with a sphere of 8cm radius. The boxing reward function has the same113

composition as fencing, except that the sword tip position psword
t is replaced by the hand position114

phand
t . Our boxing agents are also trained using competitive self-play.115

Soccer. The soccer field measures 32m in length and 20m in width. Each goal is 4m wide and 2m116

tall. The ball has a diameter of 11.5 cm and weighs 450 grams. For the penalty kick task, the reward117

function Rsoccer-kick(sp
t , s

g-kick
t ) ≜ wp2brp2b +wb2grb2g +wbv2grbv2g +wb2trb2t − cno-dribble

t is divided118

into stages based on whether the ball is moving toward the goal. Specifically, we define a "closer to119

goal" variable as gball-to-goal
t = ∥pgoal-target

t − pball
t−1∥2 − ∥pgoal-target

t − pball
t ∥2, which indicates whether120

the ball is getting closer to the goal. The full reward function is defined as follows:121

Rsoccer-kick(sp
t , s

g-kick
t ) ≜

{
0.4× rp2b − cno-dribble

t if gball-to-goal
t ≤ 0,

0.1× rb2g + 0.1× rbv2g + 0.8× rb2t − cno-dribble
t otherwise.

(11)
Essentially, if the ball is not moving toward the goal, the humanoid is encouraged to move toward the122

ball; if the ball is moving, the agent is rewarded for shooting the ball toward the target in the goal123

post. The player-to-ball reward, rp2b = ∥proot
t−1 −pball

t−1∥2 −∥proot
t −pball

t ∥2, is a point-goal reward [6].124

The ball-to-goal reward rb2g = ∥pgoal-target
t − pball

t−1∥2 − ∥pgoal-target
t − pball

t ∥2 encourages the ball to125

move closer to the goal position. The ball-velocity-to-goal reward rbv2g incentivizes the ball velocity126

toward the goal position. The ball-to-target reward rb2t predicts the landing position of the ball in127

the net based on its current velocity and position, providing a reward if the ball is close to the target.128

Finally, cno-dribble
t penalizes the humanoid if its root position is over the ball’s spawning point.129

The team play (1v1 and 2v2) soccer tasks use similar rewards as the penalty kick task. The reward130

function for team play is Rsoccer-match(sp
t , s

g-soccer
t ) ≜ wp2brp2b +wb2grb2g +wbv2grbv2g +wpointrpoint,131

where rp2b, rb2g are the same as in the penalty kick. rpoint provides a one-time bonus for scoring.132

Basketball. The basketball environment is similar to soccer except that it utilizes the SMPL-X133

humanoid with articulated fingers. In the free-throwing task, the ball is initialized between the134

humanoid’s hands. The free throw reward is defined as: Rfree-throw(sp
t , s

g-soccer
t ) ≜ 0.5 × rballvel +135

0.5 × rbv2g + rbasket. The basketball velocity reward rballvel = exp(−0.1 × ∥vball
t − vball-desired

t ∥22)136

encourages the ball’s velocity to be close to the desired velocity to reach the goal. The desired137

velocity, vball-desired
t , is computed using the goal position pgoal-target

t , and the ball position pball
t , with138

the following physics equations:139

T reach
t =

√
2× ∥(pball

t − pgoal-target
t )z∥2

g
, vball-desired

t,xy =
∥(pball

t − pgoal-target
t )xy∥2

T reach
t

vball-desired
t,z =

(pball
t − pgoal-target

t )z + 0.5× g × (T reach
t )2

T reach .

(12)

The ball-velocity-to-goal reward rbv2g encourages the velocity to be directed towards the goal position.140

The basket reward, rbasket, provides a one-time reward if the ball passes through the basket.141
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Table 1: Hyperparameters for training each baseline used in SMPLOlympics. We use the same set of
hyperparamters for each sport. Notice that AMP and PULSE uses PPO as the optimization method
but add respective motion priors (as reward or motion representation). σ: fixed variance for policy. γ:
discount factor. ϵ: clip range for PPO. wdisc and wtask: weights for discriminator and task rewards.

Batch Size Learning Rate σ γ ϵ MLP-size wdisc wtask # of samples

PPO [4] 1024 5× 10−4 0.05 0.99 0.2 [2048, 1024, 512] 0 1 ∼ 109

AMP [3] 1024 5× 10−4 0.05 0.99 0.2 [2048, 1024, 512] 0.5 0.5 ∼ 109

PULSE [1] 1024 5× 10−4 0.3 0.99 0.2 [2048, 1024, 512] 0 1 ∼ 109

PULSE [1] + AMP [3] 1024 5× 10−4 0.3 0.99 0.2 [2048, 1024, 512] 0.5 0.5 ∼ 109

Team-play basketball has a similar reward design as soccer. The team-play basketball task is highly142

challenging due to the difficulty of picking the ball up, which is more complex than kicking a ball.143

Thus, while we support 1v1 and 2v2 team-play basketball, our preliminary reward design does not144

yield interesting behavior, unlike in soccer.145

B.3 Hyperparamters146

Training hyperparameters are provided in Table 1. We use the same set of hyperparameters to train all147

of our sports environments, highlighting the advantage of employing a unified humanoid embodiment148

for simulated sports.149

B.4 Details about Baselines150

For our baseline methods PULSE [1] and AMP [3], we use the official implementations. For PULSE151

[1], we employ the publicly released model without modification, which is pre-trained on the AMASS152

dataset. We follow a similar setup for downstream tasks in PULSE, using the frozen prior PPULSE,153

decoder DPULSE, and residual action representation. Since PULSE only includes trained models154

for the SMPL-based models, we train SMPL-X humanoid based models following the official code.155

Specifically, we train a humanoid motion imitator following PHC [2], and distill motor skills into a156

48-dimensional latent space (instead of 32-D, to accommodate articulated fingers). PULSE provides157

an action space for hierarchical RL and can be integrated with AMP. For PULSE+AMP, the AMP158

reward offers additional style guidance for the humanoid, which is particularly beneficial for tasks159

such as table tennis. However, we find that the demonstration sequences used for AMP need to160

be task-specific (e.g. contains only a swinging motion); otherwise, the discriminator reward can161

overpower the task reward and lead to undesired behavior (as seen in the free kick results).162

C Additional Ablations163

We conducted an ablation study to evaluate the role of physics-based tracking (w/ PHC) in164

acquiring human reference motion. Specifically, we used the pose estimation results directly165

from TRAM [5] as positive samples for the discriminator during policy training (w/ PHC).166

Our experiments were performed in the context of table tennis. As shown in Table 2, we167

found that providing video data without PHC leads to significantly lower performance com-168

pared to using PHC, similar to the results obtained using only PULSE. We observe that when169

the quality of the provided reference motion is poor (e.g., with significant noise in position,170

Table 2: Ablation study on PHC.
Table Tennis

Method Avg Hits ↑ Error Dis ↓
PULSE 0.74 0.19
PULSE+AMP, w/o PHC 0.91 0.18
PULSE+AMP, w/ PHC 1.83 0.23

and drastic velocity changes), the model struggles to ef-171

fectively utilize the reference motion as style guidance172

to achieve natural movements. In contrast, employing173

physics-based tracking to refine pose estimates from in-the-174

wild videos results in physically plausible motion, which175

significantly aids in policy learning.176
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D Broader Social impact177

We propose SMPLOlympics, a collection of sports environments for simulated humanoids. These178

environments can be used to benchmark learning algorithms, discover new humanoid behaviors,179

create animations, and more. The potential negative social impact includes the risk of generating180

animations that could be used to create DeepFakes. Positive social impact includes the development181

of intelligent and collaborative agents, advancements in robot learning, discovery of new sports182

techniques, and the generation of immersive and physically realistic animations.183
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