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A DESCRIPTION OF THE TEST
ENVIRONMENT

In this section, we describe the environment used to evaluate our
agents. This environment was inspired by the Pressureplate ! envi-
ronment and models cooperative multiobjective multiagent sequen-
tial decision-making tasks. The agents have to solve the task of
resource distribution to different types of households. The environ-
ment is modeled as a 2d grid world of custom size and is set to 10 x
10 by default. At each timestep, the agents can move north, south,
east, and west on the grid or stay still. A moving action is only
successful if the cell the agent is trying to reach does not contain
another agent on it. At each new episode, for each household type a
number between 4 and 7 is picked uniformly at random, represent-
ing the number of households of that type that will be present in
the environment. These households are then placed in the environ-
ment by sampling positions uniformly. The agents are randomly
positioned on the grid cells that do not already contain households.
The goal of the agent is to distribute resources among households
fairly. An agent can serve as a resource to a household by moving
toward the cell where the household is located. Each agent can
serve at most 4 households per episode. The episode ends when all
agents exhaust all the resources they had available or after 1000
timesteps of the environment. An agent’s observations consist of
its relative position in the grid, the total amount of resources it still
has not served, and the amount of resources it served for each type
of household. Agents also use sensors to observe other agents and
all the households that haven’t been accommodated yet. The sensor
radius can be customized and is set to 2 by default. Under the global
reward setting, after each timestep, each agent receives a vector
reward of size d (with d representing the number of objectives in
the environment), where the i-th component of that vector is the
number of households of type i that all the agents accommodated
during that timestep. Under the local reward setting the difference
is that the i-th component of the vector represents the number of
households of type i that were accommodated only by the agent

!https://github.com/uoe-agents/pressureplate
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during that timestep. Note that the reward is normalized by the
maximum reward achievable by the agent to stabilize training.

B COMPUTING OPTIMAL PROPORTIONAL
ALLOCATION

To compute an optimal proportional allocation the following algo-
rithm is used.

Algorithm 1: Max-Min Proportion

Input: n_objectives: int, demand: List of int,
total_bag_size: int
Output: max-min proportion: float
if total_bag_size < n_objectives then
raise Exception("Bag size not sufficient to compute max
proportion");
3 end
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unit_prop « 1/demand;

5 max_min_prop < 1/demand;

for i « n_objectives to total_bag_size — 1 do
min_indices « argmin(max_min_prop);
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8 max_min_prop|[min_indices] «
max_min_prop|[min_indices| +
unit_prop|min_indices];

9 end

10 return min(max_min_prop);
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