Under review as a conference paper at ICLR 2023

A UNIFIED PRETRAINING FRAMEWORK FOR HUMAN
MOTION ANALYSIS

Anonymous authors
Paper under double-blind review

We provide additional experiment results which are not elaborated in our manuscript due to space
limits.

1 3D POSE ESTIMATION

Table 1: Quantitative comparison of 3D human pose estimation using 2D GT keypoint sequences
as input. Numbers are MPJPE (mm) on Human3.6M. T' denotes the clip length used by the method.
We select the best results reported by each work.

Martinez et al.[(2017] ICCV’17 377 444 403 421 482 549 444 421 546 580 45.1 464 476 364 404 455
Ci et al.|(2019) ICCV’19 36.3 388 29.7 37.8 34.6 425 39.8 325 362 395 344 384 382 313 342 363
Xu & Takano|(2021) CVPR’21 1 |35.8 38.1 31.0 353 358 432 373 31.7 38.4 455 354 36.7 368 279 30.7 358
|Wang et al.[(2020 ECCV’'20 96 [23.0 25.7 22.8 22.6 24.1 30.6 249 245 31.1 350 256 243 251 198 184 256
Zheng et al.|(2021) ICCV’21 81 130.0 33.6 299 31.0 30.2 333 348 314 378 38.6 31.7 31.5 29.0 233 231 313

MPJPE T |Dire. Disc. Eat Greet Phone Photo Pose Purch. Sit SitD Smoke Wait WalkD Walk WalkT Avg
1
1

Li et al.|(2022) CVPR’22 3511277 32.1 29.1 289 30.0 339 330 312 37.0 393 30.0 31.0 294 222 23.0 305
Zhang et al.|(2022) CVPR’22  243|21.6 22.0 204 21.0 208 243 247 219 269 249 212 215 20.8 147 156 21.6
Ours (Scratch) 243 18.8 19.5 192 18.0 192 224 212 21.1 244 265 20.0 193 187 11.6 13.0 195
Ours (Pretrained) 243 182 19.8 184 16.6 19.1 20.7 209 19.5 23.6 240 194 179 171 109 11.8 185

We compare the model performance when using 2D GT keypoint sequences as input. This experiment
is free from the influence of different 2D detectors and directly evaluates the models’ ability of
2D-to-3D lifting. As shown in Table[I] Our models outperform all the previous approaches.

2 ONE-SHOT ACTION RECOGNITION

Figure[|shows the learned action representation for the novel classes. We can see that meaningful
clusters emerge although the model has never seen these actions before. We perform one-shot action
recognition using 1-nearest-neighbor with the exemplars and achieve 67.4% top-1 accuracy.

3 QUALITATIVE COMPARISON

We visualize the predictions of our models and compare them with baseline approaches. Figure
shows the comparison on 3D human pose estimation with VideoPose3D (Pavllo et al.,[2019). Figure3]
shows the comparison on mesh recovery with VIBE (Kocabas et al., [2020). Our models provide
better reconstruction results even on very challenging motions like ballet or fencing.
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Figure 1: Visualization of action representations for one-shot recognition. We show the action
representations of the 20 novel classes after training on the other 100 auxiliary classes with contrastive
learning. We compute the pairwise cosine distance and apply t-SNE. Diamonds indicate the labeled
exemplars for one-shot recognition.
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Figure 2: Qualitative comparison of 3D pose estimation on in-the-wild videos.
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Figure 3: Qualitative comparison of mesh recovery on 3DPW test set.
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