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1. Overview

The supplementary material contains a video and a PDF
file. The video shows more dynamic results of our method
and the comparison with other state-of-the-art works. In
the PDF file, we first show more results to demonstrate the
generalization of the proposed method in Section 2. Then
introduce the details of network architecture in Section 3.

2. More Experiments

In the main paper, we compared our method with the
state-of-the-art methods qualitatively and quantitatively.
Here, we conduct several additional experiments to further
demonstrate the superiority of the proposed VividTalk.

2.1. Expand to Pseudo Data

With the development of Artificial Intelligence Generated
Content, Al can create more and more realistic and useful
data, such as images, audio, and videos. Therefore, we hold
an opinion that a general talking head generation applica-
tion can synthesize not only videos based on real data but
also pseudo-data, e.g. data generated by Al To this end, we
first generate pseudo audio data and facial images with text-
to-speech [3] and diffusion model [2], respectively. Then
we attempt to drive the facial images according to the in-
put audio with our VividTalk. The visual results are shown
in Figure 1, and we strongly recommend watching the dy-
namic results in the supplementary video. It can be found
that our method also works well on pseudo-data, which
demonstrates the generalization of VividTalk.

2.2. Expand To Different Language

With benefits from the powerful audio extractor and more
decoupled design, our model can also generalized to other
languages, such as Chinese, French, and so on. Here, we
generate talking head videos with audio in different lan-
guages as input, and the dynamic driven results can be

found in the supplementary video.

2.3. Expand To Long-term Audio Sequence

During training, the audio sequences are clipped into short-
term fragments as the input of the network. To generate
videos based on long-term audio sequences during the in-
ference stage, we employ a sliding window-based recur-
sive approach to predict motion. Specifically, our model
receives a sequence of adjacent past audio features A =
(An—kt1y ey Ap—1, ay ) With a sliding window in size k, and
generates the motion at frame n. In this way, our model can
be easily extended to long-term audio sequences without
performance degradation. Please refer to the supplementary
video for better visual results.

3. Network Architecture

In this section, we introduce the details of the network ar-
chitecture in our framework.

Global and Local Facial Motion Generator. This net-
work generates blendshape and vertex from the input audio
to model the non-rigid facial motion. We use a pre-trained
3D face reconstruction model and audio extractor, of which
the detailed architecture can be referred to FaceVerse [4]
and wav2vec 2.0 [1]. Then a multi-branch network is pro-
posed to model global and local motion individually. As
shown in Figure 2 (a), the network ¢ in each branch takes
the audio feature A, style embedding z°*¥'¢, and past mo-
tion X'~f=1 as input, and output the current motion X/
with correspondence dimensions.

Learnable Head Pose Codebook. This is a two phase ar-
chitecture which consisting an encoder &, a decoder D, a
mapping network ®,,,,, and a learnable context-rich code-
book Z. As illustrated in Figure 2 (b), (c), the encoder £
and decoder D are composed of convolutional layers, linear
layers, and stacks of multiple Attention Blocks. The map-
ping network ®,,,,,, has a similar structure to ® in Global
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Figure 1. Visual results with pseudo facial images and pseudo audio data as inputs.

and Local Facial Motion Generator, it maps the audio fea-
ture A, style embedding s, and initial pose PP to the latent
space of codebook Z.

Motion-VAE. As described in the main paper, we first
transform the driven meshes obtained in the previous stage
into projection texture. Then the motion-vae takes the pro-
jection texture as input, which will be mapped to latent
space (u,o0) with 128-dimension. And the reparameteri-
zation trick is adopted to sample and synthesize the facial
motion map. We also utilize an Hourglass network to en-
hance the lip motion with the lip-related vertex as input.
Finally, the facial motion and the lip motion are concate-
nated to generate dense motion and occlusion map with
256-dimension. The detailed structure is illustrated in Fig-
ure 2 (d).
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Figure 2. The network architecture of different components in our VividTalk.
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